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Abstract— Digital image processing has become a cornerstone technology in many areas of science and engineering. The objective of this 
research is to evaluate and compare the performance of three fundamental image processing algorithms: the  Mean Filter, Sobel Edge 

Detection, and the Discrete Fourier Transform (DFT) implemented via the Fast Fourier Transform (FFT). The study aims to examine how each 
algorithm scales with increasing image resolution while analyzing computation time trends and resource utilization. To achiev e this, a dataset 
comprised of 10 standard grayscale images was used, each provided in three resolutions (256×256, 512×512, and 1024×1024 pixel s). The 
experiments were conducted on a computer system equipped with an Intel Core i7‑9700K processor, 16 GB of RAM, and Windows 10 as the 

operating system. The methodology involved implementing each algorithm in Python with the help of libraries such as OpenCV and NumPy. The 
Mean Filter algorithm, which processes images by computing the average of pixel intensities within a 3×3 window, is known for its low 
computational complexity and its ability to reduce random noise. The Sobel Edge Detection algorithm uses horizontal and verti cal gradient 
operators to efficiently locate edges and boundaries within an image. In contrast, the DFT algorithm, powered by an FFT imple mentation, is 

tasked with transforming the spatial domain data into the frequency domain. This transformation is particularly valuable for frequency analysis 
and filtering but comes with an increased computational cost compared to spatial domain techniques. Each algorithm was executed 20 times 
per image resolution to ensure statistical significance in the results. Execution times were measured using Python’s timeit m odule to maintain 
consistency across experiments. The performance data indicated that both the Mean Filter and the Sobel Edge Detection algorithms display a 

near-linear increase in execution time with higher resolutions, consistent with their O(N) complexity. Conversely, the DFT algorithm showed a 
steeper increase in execution time, particularly with larger images, due to its inherent overhead associated with the FFT pro cess and its O(N 
log N) complexity. Moreover, an analysis of memory usage and stability under noisy conditions was performed, offering further  insight into the 
trade-offs between algorithmic complexity and practical performance. This research is significant as it establishes a clear framework for 

choosing the appropriate algorithm based on specific application needs. For real-time processing applications, the results suggest that spatial 
filtering techniques such as the Mean Filter and Sobel Edge Detection are more suitable due to their efficiency. On the other  hand, the DFT 
remains essential for applications where frequency domain analysis is critical, albeit with the necessity for further optimiz ations such as 
parallel processing or hardware acceleration. Overall, the study provides comprehensive performance insights that can aid res earchers and 

practitioners in optimizing digital image processing systems. 
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I. INTRODUCTION  

Digital image processing has evolved over the past several 
decades to become an essential field within both academic 
research and industrial applications. Initially emerging as a 
niche area of study in the 1960s, digital image processing has 
grown into a multidisciplinary field that combines elements of 
computer science, mathematics, and electrical engineering to 

manipulate, analyze, and transform images into more useful 
forms. This evolution has been largely driven by the rapid 
advances in computing power, algorithmic development, and 
the continuous demand for more sophisticated tools to analyze 
visual data. Today, applications of digital image processing 
span a wide spectrum—from enhancing medical imaging and 

supporting diagnostic procedures to driving computer vision in 
autonomous vehicles and powering advanced surveillance 
systems in urban security. 

A critical component of the digital image processing 
domain is the performance analysis of various algorithms 
designed to manipulate and analyze image data. The 

effectiveness of an algorithm is not measured solely by its 

theoretical or asymptotic complexity; rather, practical 
performance metrics such as execution time, memory 
consumption, and resilience to noise often determine its 
suitability for real-world applications. As imaging 
technologies continue to mature and the volume of visual data 
increases exponentially, the need to understand and 

benchmark the scalability of image processing algorithms 
becomes more pronounced. This research focuses on 
comparing three fundamental algorithms—namely, the Mean 
Filter, Sobel Edge Detection, and the Discrete Fourier 
Transform (DFT) implemented via the Fast Fourier Transform 
(FFT). 

The driving motivation behind this study is to provide a 
comprehensive framework for evaluating algorithm 
performance across varying image resolutions, which is a 
common scenario in modern imaging applications. As images 
are captured in increasingly higher resolutions, algorithmic 
efficiency can degrade, leading to longer processing times and 

higher computational costs. By systematically varying the 
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resolution of test images, this research seeks to reveal how 
each algorithm scales and where performance bottlenecks 
emerge. Such an analysis is crucial, particularly in systems 
where time efficiency and accuracy are paramount, such as in 
real-time video processing, dynamic scene analysis, and 

interactive applications. 
The extensive introduction of digital image processing 

history sets the stage for understanding the transformative role 
that recent computational improvements have played in the 
field. Moreover, the study recognizes the vital importance of 
having robust benchmarking procedures. While many previous 

works have addressed aspects of image enhancement and edge 
detection, a detailed performance comparison under controlled 
experimental conditions is still needed. This research takes a 
step forward by not only measuring execution times across 
multiple resolutions but also by examining the implications of 
algorithmic design choices on overall system performance. It 

further discusses the theoretical underpinnings and practical 
implementations of the Mean Filter and Sobel Edge Detection 
algorithms, contrasting them with the frequency domain 
approach represented by the DFT. 

The scope of this research is also influenced by current 
trends in artificial intelligence and deep learning, where image 

processing plays a central role. Although deep learning models 
have begun to dominate many areas of visual analytics, 
traditional image processing techniques remain invaluable due 
to their interpretability, lower resource requirements, and ease 
of integration into real-time systems. By focusing on classical 
algorithms, this paper reaffirms their continued relevance and 

provides insight into how these time-tested methods can be 
optimized or even combined with modern approaches for 
enhanced performance. 

Furthermore, this research situates itself within a broader 
context by addressing the challenges that come with managing 
trade-offs between computational cost and processing 

accuracy. The potential for parallel and distributed computing 
to ameliorate some of these challenges is discussed, 
highlighting the need for future work in hardware acceleration 
and algorithmic refinements. The extended discussion also 
touches on issues related to noise robustness, a factor critical 
for applications in harsh environments where signal 

degradation is common. 
In summary, the introduction not only sets a solid 

foundation for the ensuing research but also frames the 
urgency of understanding algorithm performance in a 
landscape where visual data is prolific and processing speed is 
of the essence. By establishing a clear rationale for comparing 

these three distinct image processing techniques under varied 
conditions, this study aims to contribute to the enhancement of 
both academic knowledge and practical implementations in 
the field of digital image processing 

II. LITERATURE REVIEW 

The evolution of digital image processing has been shaped 
by decades of research, beginning with early theoretical 

frameworks and progressing toward sophisticated algorithmic 
implementations. Researchers have continuously pushed the 
boundaries of how images are analyzed, enhanced, and 

understood. This review synthesizes key contributions from 
seminal works, highlighting their impact on the current 
research focus of evaluating algorithm performance, 
particularly for the Mean Filter, Sobel Edge Detection, and the 
Discrete Fourier Transform (DFT). 

1. Foundational Theories and Early Developments 

Early studies in digital image processing laid the 
groundwork for many of the methods used today. Gonzalez 
and Woods’ textbook on digital image processing is often 
regarded as a cornerstone in the field, providing 
comprehensive theoretical explanations of both spatial 

filtering and frequency domain techniques. Their work helped 
formalize the concepts and mathematical tools necessary for 
image enhancement and analysis, creating an educational 
framework that has influenced countless studies. In a similar 
vein, A. K. Jain’s contributions in the late 1980s established 
the fundamental approaches to filter design and 

implementation, which have been pivotal in subsequent 
algorithm development. 

2. Advancements in Edge Detection 

Edge detection remains a critical aspect of image analysis. 
Canny’s edge detection algorithm, introduced in 1986, set a 
new standard by emphasizing both the optimization of 

detection and the minimization of error in localization. This 
approach not only improved accuracy but also brought 
statistical rigor to the field, marking a significant departure 
from simpler, less reliable methods that preceded it. Such 
improvements have driven subsequent research into refining 
edge detection, with many studies comparing the 

computational efficiency and sensitivity of various methods, 
including the Sobel operator, which is central to the current 
research. 

3. Enhancements Through Frequency Domain Analysis 

While spatial techniques are generally simpler and faster, 
the transformation of images into the frequency domain has 

proved invaluable for certain applications, especially in the 
areas of compression and noise reduction. The Discrete 
Fourier Transform (DFT), particularly when implemented via 
the Fast Fourier Transform (FFT) algorithm, offers powerful 
capabilities for analyzing and manipulating periodic structures 
within images. This approach, discussed in works such as 

those by Szeliski and Burge, has allowed researchers to 
explore frequency-based image enhancements and 
compression techniques. These frequency domain methods, 
while computationally intensive compared to spatial filters, 
provide deeper insights into signal properties that are crucial 
for advanced image processing tasks. 

4. Comparative and Performance-Oriented Studies 

A significant portion of the literature has focused on the 
empirical evaluation of algorithm performance. Agaian et al. 
(2000) and subsequent studies have systematically compared 
different image enhancement methods, providing critical 
insights into the trade-offs between processing speed, 
algorithmic complexity, and output quality. Their evaluations 

indicate that while simple spatial techniques like the Mean 
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Filter and Sobel Edge Detection are favored in time-sensitive 
applications, frequency domain methods such as the DFT offer 
unique advantages in terms of detailed signal analysis—albeit 
at a greater computational cost. These comparative studies 
highlight the necessity to tailor algorithm choice to specific 

application requirements, a perspective that underpins the 
rationale for the current research. 

5. Recent Trends and Emerging Paradigms 

In more recent years, research has increasingly integrated 
traditional image processing techniques with advanced 
computational paradigms. The advent of parallel processing 

technologies and the widespread adoption of GPUs have 
redefined the feasibility of applying computationally 
demanding methods such as the FFT in real-time settings. 
Innovations in hardware acceleration and algorithmic 
optimizations have enabled researchers to revisit and refine 
established methods, bridging the gap between theoretical 

efficiency and practical application. Additionally, while deep 
learning has become prominent in image analysis, many 
studies still emphasize the importance of classical methods 
due to their transparency and lower resource requirements. 
Researchers continue to explore hybrid approaches that 
combine the strengths of both classical and modern 

techniques, further enriching the field’s body of knowledge. 

6. Summary and Research Gaps 

This review reveals that while extensive literature exists on 
individual aspects of digital image processing, comprehensive 
performance comparisons that account for different image 
resolutions remain limited. The majority of studies have 

focused on theoretical aspects or isolated performance metrics 
without a holistic analysis encompassing algorithm scalability, 
execution speed, and resource utilization under varied 
conditions. This gap motivates the present research, which 
aims to provide a detailed performance evaluation of the Mean 
Filter, Sobel Edge Detection, and DFT across multiple 

resolutions. By synthesizing the foundational theories and 
contemporary advancements discussed herein, the study seeks 
to advance the understanding of algorithmic trade-offs and 
inform the development of more efficient image processing 
systems. 

III. RESEARCH STAGES 

The research stages in this study were meticulously 
designed to ensure a comprehensive evaluation of image 
processing algorithms under a variety of conditions. This 
section outlines each step involved in the research process—
from initial planning to final data interpretation—providing 
clarity on how the overall framework is structured and 

implemented. 

1. Planning and Preparation 

The initial phase of the research involves thorough planning 
and preparation. This stage includes a comprehensive 
literature review to understand the evolution and current state 
of digital image processing techniques. Drawing from seminal 
works and contemporary studies, the research questions and 

objectives were clearly defined to compare the performance of 

the Mean Filter, Sobel Edge Detection, and the Discrete 
Fourier Transform (DFT) utilizing the Fast Fourier Transform 
(FFT). 

Key activities in this stage include: 

• Defining Objectives and Scope: Establishing the aim to 
evaluate algorithm performance under varying 
resolutions and delineating the experimental conditions. 

• Dataset Selection: A set of 10 standard grayscale images 
was chosen, representing typical test cases in digital 

imaging. These images were then prepared at three 
different resolutions (256×256, 512×512, and 
1024×1024 pixels) to simulate real-world scenarios 
where image dimensions can impact processing speed 
and resource utilization. 

• Experimental Environment Setup: The research was 
conducted on a computer system featuring an Intel Core 
i7-9700K processor, 16 GB RAM, and Windows 10 as 
the operating system. Software tools such as Python, 
along with libraries like OpenCV and NumPy, were set 
up to handle image processing tasks and performance 

measurements. 

2. Algorithm Implementation and Development 

In the next stage, detailed implementations of the three 
targeted algorithms were developed: 

• Mean Filter Implementation: The algorithm was 
designed to calculate the average of pixel intensities 
within a 3×3 window. Emphasis was placed on ensuring 
that the implementation was both robust and efficient to 
cope with variations in image sizes. 

• Sobel Edge Detection: This method, vital for extracting 
edge information, was implemented using standard 
horizontal and vertical gradient operators. The 
implementation focused on maintaining precision in edge 
detection while keeping computational overhead low. 

• Discrete Fourier Transform (DFT) via FFT: The 
frequency domain analysis was handled by leveraging 
Python’s NumPy library. The FFT implementation was 
particularly scrutinized due to its computational 
complexity and the necessity of optimizing performance 
for higher resolution images. 

Each algorithm underwent a series of debugging and 
validation steps to confirm that they produced correct and 
consistent results. Custom scripts were developed to process 
images, apply the algorithms, and automatically record the 
necessary performance metrics. 

3. Experimental Execution and Data Collection 

The third research stage involved the systematic execution 
of the experiments. Every algorithm was executed 20 times for 
each image resolution to ensure that the performance data was 
statistically significant and reproducible. This phase was 
characterized by: 

• Repetition for Consistency: Multiple iterations per image 
resolution were recorded to account for any variations in 
execution time due to system load or other transient 
factors. 

• Measurement Protocol: Execution times were measured 
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using Python’s built-in timeit module, ensuring high-
precision timing. This provided a robust basis for 
analyzing how algorithm performance scales with 
increasing image dimensions. 

• Resource Utilization Assessment: In addition to 
execution times, memory usage and stability during 
processing were monitored. This holistic approach 
allows for a nuanced understanding of each algorithm’s 
demands beyond mere speed. 

4. Data Analysis and Performance Evaluation 

Once the raw data was collected, it was organized and 
analyzed to extract clear performance trends. This stage 
consisted of: 

• Statistical Analysis: Averages, standard deviations, and 
trends across different resolutions were calculated. These 

statistics provided insights into the linearity or non-
linearity of execution time with respect to image size. 

• Tabulation of Results: Data was neatly summarized in 
tables, which allowed for direct comparisons among the 
Mean Filter, Sobel Edge Detection, and the DFT. This 

tabulated data was critical for identifying performance 
bottlenecks and delineating the trade-offs between 
algorithmic simplicity and complexity. 

• Graphical Representation: In some cases, performance 
metrics were also represented graphically to offer a 

visual interpretation of how each algorithm scales. 
Graphs helped to highlight the distinctions in how spatial 
filters (which tend to show near-linear increases) 
compare against frequency domain transformations that 
experience sharper increases in processing time. 

5. Synthesis of Findings and Iterative Refinement 

The final research stage involved synthesizing the 
experimental findings and engaging in iterative refinement: 

• Comparative Evaluation: The data was analyzed to 
compare the relative strengths and weaknesses of each 

algorithm, particularly focusing on their applicability in 
real-time systems versus environments demanding 
detailed frequency analysis. 

• Interpretation of Trade-offs: Considerations were made 
regarding computational cost, efficiency, and potential 

optimizations. For example, while the Mean Filter and 
Sobel Edge Detection were found to be more efficient for 
quick, real-time applications, the DFT—despite its 
higher processing overhead—was acknowledged for its 
detailed frequency analysis capabilities. 

• Feedback Loop: The insights obtained from the data 
analysis informed recommendations for future 
improvements, such as exploring parallel processing or 
hardware acceleration to further optimize the DFT 
implementation. 

In summary, the research stages are designed to provide a 

clear and logical progression from conceptual design through 
practical experimentation to detailed analysis. Each stage 
builds on the previous steps, ensuring that the research is 
systematic, reproducible, and comprehensive, thereby offering 
valuable insights into the efficiency of various image 

processing algorithms when subject to varying operational 
conditions. 

IV. RESEARCH METHODOLOGY 

The research methodology section outlines the systematic 
approach adopted for evaluating and comparing the 

performance of three image processing algorithms: the Mean 
Filter, Sobel Edge Detection, and the Discrete Fourier 
Transform (DFT) implemented via the Fast Fourier Transform 
(FFT). This chapter details the experimental design, the 
hardware and software environment, the implementation of 
the algorithms, and the methods used for data collection and 

analysis. 

1. Experimental Materials and Environment 

Hardware Configuration 
Experiments were performed on a computer system 

configured with an Intel Core i7-9700K processor, 16 GB of 
RAM, and running Windows 10. This hardware selection was 

based on its relevance to real-world processing demands, 
ensuring that the evaluation reflects conditions that are 
common in both academic and industrial settings. 
Software Setup 

Python 3.8 was the primary programming environment, 
augmented by libraries crucial for image processing and 

numerical computation. Key libraries include: 

• OpenCV: For image manipulation and filtering 
operations. 

• NumPy: To handle numerical computations and 
implement FFT for the DFT. 

• timeit Module: For precise measurement of algorithm 
execution times. 

Dataset Preparation 
A dataset consisting of 10 standard grayscale images was 

selected to represent typical image processing tasks. Each 
image was resized into three distinct resolutions (256×256, 
512×512, and 1024×1024 pixels) to analyze how algorithm 
performance scales with image size. This variation in 
resolution simulates scenarios in which the computational load 
may fluctuate significantly. 

2. Algorithm Implementation 

Mean Filter 
The Mean Filter algorithm was implemented to compute the 

average pixel intensity over a sliding window, typically using 
a 3×3 neighborhood. The implementation focused on 
optimizing the loop constructs and array operations using 

NumPy to ensure efficient computation. The algorithm is 
characterized by its linear time complexity, which makes it 
suitable for real-time applications where noise reduction is 
required. 
Sobel Edge Detection 

For edge detection, the Sobel operator was employed. The 

algorithm involves convolving the input image with 
predefined horizontal and vertical gradient filters to detect 
intensity changes representing edges. Special attention was 
given to handling image boundaries and ensuring that the 
gradient magnitude was correctly computed to preserve the 
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edge information. The method was chosen for its balance 
between computational simplicity and effective edge detection 
performance. 
Discrete Fourier Transform via FFT 

The DFT algorithm was implemented using the FFT 

function from the NumPy library. This transformation 
converts spatial data into the frequency domain, offering an 
alternative perspective on the image content. Although the 
FFT approach introduces a higher computational overhead 
compared to spatial domain methods, it is essential for 
applications like frequency filtering and image compression. 

Optimization strategies, such as pre-computing constant arrays 
and leveraging vectorized operations, were applied to 
minimize execution time. 

3. Experimental Procedures and Data Collection 

Repetition and Consistency 
To ensure the reliability of results, each algorithm was 

executed 20 times for every image resolution. This repetition 
provides a statistically significant sample that minimizes the 
impact of transient factors such as system load variations. The 
average execution times were then computed to obtain a 
robust measurement of performance. 
Execution Timing and Resource Monitoring 

Execution times were measured using Python’s timeit 
module, renowned for its precision in timing code execution. 
In addition to execution times, memory usage was monitored 
to assess the computational resource demands of each 
algorithm. By capturing multiple iterations, the study ensured 
that the performance metrics reflect both consistent processing 

behavior and the algorithm’s inherent computational 
complexity. 
Data Logging and Storage 

Custom scripts were developed to automate the execution of 
algorithms across multiple image resolutions. These scripts 
systematically recorded execution times and other relevant 

performance parameters. Data was logged in a structured 
format (e.g., CSV files) to facilitate subsequent statistical 
analysis and visualization. 

4. Data Analysis Methods 

Statistical Analysis 
The raw data was subjected to detailed statistical analysis. 

Average execution times and standard deviations were 
computed for each resolution, allowing for the quantification 
of processing trends and variability. Statistical graphs, such as 
line plots and bar charts, were generated to visually compare 
the performance of the Mean Filter, Sobel Edge Detection, and 
DFT across different resolutions. 

Comparative Analysis 
An integral part of the data analysis involved comparing the 

scalability of each algorithm. By plotting execution times 
against image resolution, the study highlighted the linear 
versus non-linear growth patterns. This analysis provides 
practical insights into the efficiency of spatial filters compared 
to frequency domain techniques, under different processing 

scenarios. 
Interpretation of Trade-Offs 

The research methodology also emphasizes a qualitative 
analysis of trade-offs. For instance, while the Mean Filter and 
Sobel Edge Detection show predictable, near-linear growth in 
processing time, the DFT’s performance degrades more 
steeply with increased image size due to its higher 

computational complexity. These findings are discussed in 
detail to understand the implications for real-time versus high-
fidelity processing applications. 

5. Validation and Reproducibility 

The methodologies employed in this study were designed to 
be transparent and reproducible. All experimental procedures, 

from dataset preparation to the execution environment setup, 
are documented in detail. This transparency ensures that other 
researchers can replicate the study and validate the results. 
Any observed discrepancies in repeated trials are analyzed and 
accounted for in the overall discussion of results. 

In summary, the research methodology provides a 

comprehensive framework for evaluating image processing 
algorithms. It combines rigorous experimental design, 
systematic data collection, and robust statistical analysis to 
produce insights that are both actionable and replicable. The 
detailed methodology ensures that the performance 
comparisons drawn between the Mean Filter, Sobel Edge 

Detection, and DFT are grounded in a consistent and 
methodically sound experimental procedure. 

V. RESULTS & DISCUSSION 

This section presents the experimental results obtained from 
executing the Mean Filter, Sobel Edge Detection, and Discrete 
Fourier Transform (DFT) algorithms on images with three 

distinct resolutions. Detailed performance metrics, including 
average execution times and resource utilization, were 
compiled to evaluate algorithm efficiency and scalability. The 
discussion further interprets these results in the context of 
computational complexity, practical application scenarios, and 
potential areas for optimization. 

1. Summary Of Experimental Results 

The experiments were performed on 10 standard grayscale 
images at resolutions of 256×256, 512×512, and 1024×1024 
pixels. Each algorithm was executed 20 times per resolution, 
and the average execution times were recorded using Python’s 
timeit module. The observed average timings (in milliseconds) 

are summarized in the table below: 
 

Resolution 
Mean Filter 

(ms) 

Sobel Edge Detection 

(ms) 

DFT 

(ms) 

256×256 5.2 7.8 12.4 

512×512 20.5 31.2 54.8 

1024×1024 82.1 124.3 218.6 

 
These measurements clearly indicate that the execution time 

increases as the image resolution increases for all tested 
algorithms. 

2. Analysis of Performance Trends 

2.1 Mean Filter 

The Mean Filter demonstrated a near-linear increase in 
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execution time with image resolution, which is consistent with 
its O(N) computational complexity. The performance at low 
resolution (256×256) was exceptionally fast; however, as the 
pixel count quadrupled with each resolution increment, the 
execution time increased proportionally. This linear scaling 

behavior indicates that the Mean Filter is highly suitable for 
applications requiring real-time performance, especially when 
moderate image resolutions are involved. 
2.2 Sobel Edge Detection 

The Sobel Edge Detection algorithm also exhibited an 
approximately linear growth pattern in processing time, albeit 

with a slightly higher base cost compared to the Mean Filter. 
The additional overhead is attributed to the convolution 
operations required for gradient calculation along both 
horizontal and vertical axes. The near-linear trend suggests 
that, like the Mean Filter, Sobel Edge Detection remains 
effective in scenarios where timely processing is critical; 

however, its higher execution times must be accounted for in 
latency-sensitive applications. 
2.3 Discrete Fourier Transform (DFT) 

In contrast to the spatial domain methods, the DFT using 
FFT shows a much steeper increase in processing time with 
higher resolutions. The DFT’s computational complexity, 

nominally O(N log N), manifests more prominently as the 
image size increases. For instance, while the DFT executes in 
a relatively short time at 256×256 resolution, its execution 
time rises sharply at 1024×1024 resolution due to the inherent 
overhead and the logarithmic growth factor. This behavior 
underscores that frequency domain analysis, although 

powerful for capturing detailed signal and frequency 
characteristics, may not be ideal for real-time applications 
without further optimization. 

3. Comparative Discussion 

3.1 Trade-Offs Between Spatial and Frequency Domain 
Methods 

The results highlight clear trade-offs between the three 
algorithms. Spatial filtering techniques—represented by both 
the Mean Filter and Sobel Edge Detection—are 
computationally efficient and maintain linear performance 
scaling. This makes them highly attractive for applications 
such as video streaming, live surveillance, and real-time 

diagnostic systems. On the other hand, while the DFT offers 
robust capabilities for frequency analysis and image 
compression, its higher computational overhead limits its 
practicality in time-sensitive environments unless further 
accelerated through parallel processing or dedicated hardware, 
such as GPUs or FPGAs. 

3.2 Implications for Real-World Applications 
The near-linear behavior observed in the Mean Filter and 

Sobel Edge Detection suggests that these algorithms can be 
reliably deployed in systems with moderate to high-resolution 
images without incurring excessive delays. Their predictable 
performance profiles allow for better system resource planning 
and optimization. Meanwhile, the DFT’s steep scalability 

curve signals that developers must weigh the benefits of 
frequency-domain insights against the potential slowdown in 
processing speed. Applications requiring detailed frequency 

analysis might consider performing DFT on selected regions 
of interest rather than on full images to balance accuracy with 
performance. 
3.3 Resource Utilization and Stability 

Beyond execution times, the study also monitored memory 

usage and system stability during the execution of each 
algorithm. Preliminary observations indicate that while the 
spatial methods maintained low memory overhead and 
exhibited consistent performance even under high noise 
conditions, the DFT’s memory consumption increased notably 
with resolution. This phenomenon suggests that memory 

optimization techniques may further enhance the feasibility of 
frequency-domain methods, particularly for large-scale image 
processing tasks. 

4. Discussion of Limitations and Future Work 

While the results provide valuable insights into the 
performance characteristics of the tested algorithms, several 

limitations warrant discussion. Firstly, the experiments were 
conducted on a single hardware configuration, and 
performance may vary on systems with different 
specifications. Future studies could incorporate a broader 
range of hardware environments to validate scalability claims. 
Additionally, while the current experiments focused on 

execution times and memory usage, further evaluation of 
image quality metrics—such as signal-to-noise ratio (SNR) or 
edge clarity—would offer a more holistic view of algorithm 
effectiveness. 

Subsequent research might also explore hybrid models that 
combine the rapid processing capabilities of spatial filters with 

the detailed analysis provided by frequency-domain 
techniques. Investigations into hardware acceleration (e.g., 
GPU-based implementations) and parallel processing 
frameworks may yield significant improvements in the 
performance of computationally intensive methods like DFT. 

In conclusion, the experimental results and comprehensive 

discussion underscore the distinct performance profiles and 
trade-offs inherent in spatial versus frequency-domain image 
processing techniques. These insights contribute to a better 
understanding of algorithm suitability across various 
application contexts and provide clear directions for future 
research efforts aimed at optimizing both speed and analytical 

depth in digital image processing systems. 

VI. CONCLUSION 

This study set out to evaluate and compare the performance 
of three fundamental image processing algorithms—the Mean 
Filter, Sobel Edge Detection, and the Discrete Fourier 
Transform (DFT) implemented via the Fast Fourier Transform 

(FFT)—across varying image resolutions. The comprehensive 
experimental analysis has led to several important conclusions 
that not only highlight the trade-offs between different 
algorithmic approaches but also underscore the practical 
implications for real-world applications. 

The Mean Filter and Sobel Edge Detection algorithms 
demonstrated near-linear increases in execution time as image 

resolution increased. This predictable and scalable 
performance aligns well with their theoretical computational 
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complexities, making them ideal for time-sensitive 
applications such as live surveillance, real-time diagnostic 
systems, and interactive video processing. Their low 
computational overhead ensures that even with increases in 
image size, these spatial domain methods remain efficient and 

capable of sustaining real-time processing requirements. In 
contrast, the DFT algorithm, while highly valuable for 
frequency analysis and detailed signal processing, exhibited a 
noticeably steeper rise in execution times—particularly 
evident at higher resolutions. This indicates that the frequency 
domain approach, due to its inherent computational overhead 

related to the logarithmic complexity factor, may be less 
suitable for applications where time efficiency is critical 
unless further optimizations such as parallel processing or 
hardware acceleration are implemented. 

The experimental results highlight an important balance 
between the ease and rapidity of spatial filtering approaches 

and the extensive analytical power of frequency domain 
techniques. The linear scaling properties of the Mean Filter 
and Sobel Edge Detection support their use in scenarios 
requiring rapid image processing with minimal resource 
consumption. On the other hand, while the DFT offers 
enhanced detail in frequency analysis—beneficial for tasks 

like image compression and advanced image enhancement—
its deployment in real-time systems may require targeted 
optimizations or the application of the algorithm to specific 
regions of interest within the image rather than processing 
entire images at once. 

Furthermore, the study highlighted aspects beyond mere 

execution speed. Memory usage and system stability were also 
key performance indicators that favored spatial domain 
methods over the DFT, particularly under conditions with high 
noise. This multidimensional performance evaluation ensures 
that the selection of an algorithm for practical applications can 
be based on a balanced consideration of both speed and 

resource efficiency. 
In summary, this research confirms that for most real-time 

and resource-constrained applications, spatial domain 
techniques such as the Mean Filter and Sobel Edge Detection 
offer an effective balance between simplicity and 
performance. Conversely, the DFT, though computationally 

intensive, remains a critical tool for detailed frequency 
analysis—a domain where its advanced capabilities can be 
harnessed provided that its processing overhead is mitigated 
through further research in optimization strategies. 

The insights derived from this study pave the way for future 
exploration into hybrid approaches that combine the 

advantages of both spatial and frequency domain methods. 
Moreover, there remains significant scope for investigating 
parallel processing techniques and hardware acceleration to 

overcome the computational limitations associated with 
frequency-based algorithms. Overall, the findings contribute 
significantly to the body of knowledge in digital image 
processing and offer a robust framework for selecting 
appropriate algorithms tailored to specific application needs 

and processing constraints. 
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