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Abstract— Hate speech on social media presents a substantial threat to digital well-being, particularly in linguistically diverse contexts such as 

Indonesia. This study aims to evaluate and compare the performance of two machine learning algorithms—Logistic Regression and Random 
Forest—for classifying Indonesian-language hate speech on social media platforms. A dataset of 11,122 annotated text entries was obtained from 
Kaggle and subjected to preprocessing steps, including text cleaning, normalization, stopword removal, and stemming. Two feature extraction 
approaches were explored: Term Frequency–Inverse Document Frequency (TF-IDF) alone and TF-IDF combined with N-Gram. The evaluation 

results show that combining TF-IDF with N-Gram improved the accuracy of Logistic Regression from 81% to 83% and Random Forest from 82% 
to 83%, with a notable improvement in Logistic Regression's recall from 79% to 85%. Random Forest exhibited more stable performance across 
scenarios, while Logistic Regression offered faster computation and easier interpretability. These findings suggest that TF-IDF + N-Gram is an 
effective feature extraction method for Indonesian hate speech detection, with Logistic Regression suitable for real-time systems and Random 

Forest preferred for accuracy-focused applications. The study contributes to the advancement of multilingual hate speech de tection systems 
tailored for the Indonesian language. 
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I. INTRODUCTION  

1. Background 

Over the past decade, social media usage has surged 
dramatically, with various major platforms—including leading 
networks such as Meta's flagship site, microblogging services, 

photo-sharing apps, and short-form video platforms—
collectively engaging billions of active users globally. As of 
2023, the worldwide number of active social media participants 
neared five billion, with people spending an average of 2 hours 
and 27 minutes per day on these platforms[1]. 

The rapid evolution of social media technology enables 

users to instantaneously share diverse content formats—
including text, audio, images, and video—across geographical 
and temporal boundaries via internet connectivity. However, 
this ease of communication also presents opportunities for 
misuse, with some individuals exploiting these platforms to 
express negative sentiments, disseminate misinformation, 

discredit others, and propagate hate speech targeting 
individuals or specific groups[2]. 

Hate speech encompasses acts involving insult, 
defamation, blasphemy, provocation, incitement, the spread of 
false information, or other offensive behaviors that can incite 
discrimination, violence, or social conflict, and even endanger 

the lives of individuals or groups. Such actions, perpetrated by 
individuals or collectives depending on their intent, often 
involve slander and the manipulation of negative public opinion 
against victims, causing distress[3]. 

Hate speech on social media frequently violates norms of 
civil discourse and communication ethics. In this context, the 

phenomenon not only affects targeted individuals but can also 
escalate into broader societal conflicts. A particularly 
concerning aspect of online hate speech is its documented 

association with violent acts against members of targeted 
groups, as exemplified by the "Unite the Right" attacks in 
Charlottesville, the Pittsburgh synagogue shooting, and the 
Rohingya genocide in Myanmar, among other instances. 
Consequently, national governments and supranational 

organizations, such as the European Union, have enacted 
legislation urging social media companies to moderate and 
remove discriminatory content, with a specific focus on 
material inciting physical violence[4]. 

The impact of hate speech is substantial. Research 
indicates that individuals victimized by hate speech are more 

susceptible to mental health challenges, potentially 
experiencing psychological disorders such as anxiety, 
emotional distress, and fear of online threats materializing in 
real-world scenarios. Furthermore, continuous exposure to 
such behavior can lead to desensitization, normalizing hate 
speech within social interactions[5].  

These findings highlight the critical importance of 
accurately detecting and classifying hate speech to mitigate its 
harmful effects. Numerous classification methods have been 
developed for this purpose, particularly on social media 
platforms. For instance, a study conducted by Khan proposed 
an automated hate speech detection technique for English-

language content using six different combinations of machine 
learning and natural language processing (NLP). The study 
reported that the Logistic Regression algorithm, combined with 
TF-IDF feature extraction and n-gram techniques, achieved a 
classification accuracy of 94% in distinguishing hate speech 
from non-hate speech content[6]. 

However, research employing similar methodologies 
within the Indonesian language context remains limited. While 
some prior studies have applied machine learning algorithms to 
detect hate speech in Indonesian, there is a notable lack of 
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research explicitly comparing the performance of Logistic 
Regression and Random Forest algorithms under two feature 
extraction scenarios: TF-IDF alone and TF-IDF in combination 
with N-gram features. For instance, Riadi's study, which 
utilized Support Vector Machine (SVM) with TF-IDF for 

Indonesian hate speech detection, reported an accuracy of 84%. 
Nevertheless, this study did not include a comparison with 
Logistic Regression or investigate the integration of TF-IDF 
and N-gram techniques[7]. This highlights a significant 
research gap that necessitates further investigation to identify 
more accurate and efficient classification approaches, 

particularly within the domain of natural language processing 
for the Indonesian language. 

Given the increasing awareness of the dangers posed by 
hate speech and the advancements in data analysis 
technologies, this study aims to further explore effective 
classification methods for detecting hate speech in Indonesian 

on social media platforms. This research is expected to 
contribute to the development of more comprehensive and 
sustainable solutions for addressing this critical issue. 

II. LITERATURE REVIEW  

2.1 Hate Speech: 
A complex and multidimensional phenomena, hate speech 

(HS) has attracted scholarly study from a wide range of fields, 
including psychology, sociology, communication studies, and 
law. According to its broad definition, it is any deliberate and 
deliberate public comment meant to disparage, degrade, or 
provoke disdain against people or groups on the basis of 
distinguishing traits including color, ethnicity, religion, gender, 

sexual orientation, or nationality. Hate speech, as further 
explained in the European Commission's Recommendation 
against Racism and Intolerance, includes statements of hatred, 
humiliation, or contempt aimed against an individual or group, 
frequently upholding social hierarchies and structural 
injustices[8]. 

2.2 Logistic Regression: 

The logistic function serves as the primary method for 
representing a binary dependent variable in statistical analyses 
known as logistic regression. Logistic Regression (LR) aims to 
establish a relationship between a set of independent variables 
and the outcome by applying an appropriate model. The 

confidence level of an outcome in the LR model is calculated 
using the logistic function Q(x), which depends on the 
independent variables. This function, also referred to as the 
sigmoid function, generates outputs in the range [0,1] based on 
real-valued inputs. These outputs are typically interpreted as 
probabilities. The result indicates the model’s confidence in the 

classification, with values near 0 representing the negative class 
and values close to 1 representing the positive class. The 
expression is presented in Equation[9]: 

𝑄(𝑥) =
1

1 + 𝑒−𝑥  

2.3 Random Forest: 

In numerous research contexts, predictive models are 
created using the random forest machine learning technique. 

The text corpus is a well-known example of the kind of high-
dimensional data that our technique is specifically made to 
investigate. As a result, one method that can be used to analyze 
sentiment is random forest. Using a randomly chosen subset of 
samples and training factors, the Random Forest ensemble 

classifier produces a large number of decision tree algorithms. 
Random procedures are used to ensure that the decision tree 
algorithms don't influence one another[10]. 

2.4 TF-IDF: 

A popular feature weighting method that uses numerical 
statistical techniques to determine and measure the significance 
of terms within a collection of documents is the Term 
Frequency–Inverse Document Frequency (TF-IDF) method. 
The core idea behind TF-IDF is the calculation of two essential 
elements: Inverse Document Frequency (IDF), which assesses 
a term's originality or rarity throughout the entire corpus, and 
Term Frequency (TF), which measures a term's frequency 
within a particular document. This combination enables TF-
IDF to identify phrases that are both unique throughout the 
dataset and frequently occurring in a particular document. 
Equation provides the TF-IDF mathematical formulation[11]: 

𝑊𝑡,𝑑 = 𝑡𝑓𝑡,𝑑 ∗ log (
𝑁

𝑑𝑓𝑡
) 

Wich  𝑊𝑡,𝑑  is the weight of term in document 𝑑, 𝑡𝑓𝑡,𝑑 is value 

of  TF and 𝑑𝑓𝑡 is the number of document containing word 𝑡 

2.5 N-Gram: 

N-Gram is a technique that considers the order of words in 
a text by forming a combination of consecutive words of n 

words. For example, the bigram (n=2) of the sentence "I like 
reading" is ["I like", "like reading"]. The use of N-Gram allows 
the model to capture local context and relationships between 
adjacent words, which are often important in understanding the 
meaning of the text as a whole (Priyatno & Firmananda, 2022). 
This study uses N-gram words with specifications, namely 
bigrams[12]. 

III. METHODOLOGY 

This section will explain the design of the hate speech 
detection system. This design consists of several steps, data 
collection, data preprocessing, Feature Extraction (TF-IDF, N-
gram), data classification (LR, RF) and system evaluation using 
the confusion matrix method. Figure 1 will explain the system 

flow. 

3.1 Data Collection 

This study utilizes a dataset obtained from the Kaggle 
platform, developed by Ibrohim and Budi. The dataset 
comprises 11,122 entries of annotated Indonesian-language 
text, which have been categorized into two labels: hate speech 

(label 1) and non-hate speech (label 0). The selection of this 
dataset was based on its open accessibility, the relevance of its 
content to the research topic, and the representativeness of the 
data in reflecting the phenomenon of hate speech on social 
media[13]. 
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Fig. 1. system flow 

3.2 Data Preprocessing 

Data preprocessing aims to enhance the quality of textual 
data to ensure it is well-prepared and suitable for training 

classification models. The preprocessing steps were conducted 
systematically as follows: 

• Text Cleaning: Irrelevant elements such as URLs, 
meaningless numbers, punctuation marks, special 
characters (e.g., @, #, $, %, etc.), and excessive whitespace 

were removed[14]. 

• Lowercasing: All text was converted to lowercase to 
standardize the format and prevent feature duplication due 
to capitalization[15]. 

• Normalization of Informal Words: Informal or non-standard 
words (commonly known as gaul terms) were converted 
into their standard forms using a specialized Indonesian 
normalization dictionary[16]. 

• Stopword Removal: Common words that do not 
significantly contribute to semantic analysis, such as and, 
which, and at, were eliminated[17]. 

• Stemming: Affixed words were reduced to their root forms 
using the Sastrawi stemming algorithm, ensuring consistent 

representation of each term in its base form[18]. 

All preprocessing steps were performed using the Python 
programming language with the support of natural language 
processing libraries, including Sastrawi, re, and a custom 
Indonesian normalization dictionary. 

3.3. Feature Extraction 

After text preprocessing, the textual data were transformed 
into numerical representations using two approaches: 

• TF-IDF (Term Frequency–Inverse Document Frequency): 
This method measures the importance of a word in a 
document relative to the entire corpus[19]. 

• TF-IDF Combined with N-Gram: In addition to single-word 
tokens (unigrams), this approach also incorporates two-
word combinations (bigrams) to capture more complex 
contextual information[20]. 
Both methods were employed to evaluate the impact of 

feature extraction techniques on classification performance. 

3.4. Model Classification 

This study implements two machine learning algorithms: 

• Logistic Regression: A regression-based model used to 
predict binary outcomes, suitable for text classification 

tasks[21]. 

• Random Forest: A tree-based ensemble algorithm capable 
of efficiently handling large datasets while minimizing the 
risk of overfitting by constructing multiple decision trees 
using random subsets of data and aggregating their 

outcomes[22]. 
Each model was trained under two scenarios: (1) using TF-

IDF only and (2) using a combination of TF-IDF and N-Gram. 

3.5 Evaluation 

To evaluate model performance, several evaluation metrics 
were employed, including accuracy, precision, recall, and F1-

score[23].  

• Accuracy represents the proportion of correct predictions, 
considering both true positives and true negatives, derived 
from a comprehensive dataset. 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
𝑥 100% 

• F1 Score is an evaluation metric that combines precision 
and recall into a single balanced measure using their 
harmonic mean. 

𝑓1 𝑆𝑐𝑜𝑟𝑒 = 
2𝑥𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑥𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

• Recall This value represents the number of correctly 
predicted positive instances out of all the truly positive 
instances. 

𝑅𝑒𝑐𝑎𝑙𝑙 = 
𝑇𝑃

(𝐹𝑁+𝑇𝑃)
 x 100% 

• Precision This value represents the number of correctly 
predicted positive instances divided by the total number 
of instances predicted as positive.  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

(𝐹𝑃 + 𝑇𝑃)
𝑋 100% 

Using a train-test split method, the training and evaluation 
procedure divided the data into 80% for training and 20% for 
testing. 
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3.6 Analysis of Result 

After completing the evaluation of the classification 
models, the next step involves analyzing the results to 
understand the model's performance in detecting hate speech. 
The use of a confusion matrix for visualization, as well as the 

analysis of evaluation measures like accuracy, precision, recall, 
and F1-score, are all included in this analysis. If the evaluation 
results indicate that the model's accuracy is below 80%, the 
process will be repeated from the data preprocessing stage to 
make the necessary adjustments. However, if the model 
achieves an accuracy of 80% or higher, it is considered to have 

satisfactory performance and is deemed ready for deployment 
in hate speech detection applications. 

IV. RESULT AND DISCUSSION 

4.1 Model Performance Results 

Two feature extraction techniques—TF-IDF alone and TF-
IDF in conjunction with N-Gram—were used to assess the 

classification performance of two machine learning algorithms, 
Random Forest (RF) and Logistic Regression (LR). This study's 
evaluation metrics include F1-score, recall, accuracy, and 
precision. 
 

TABLE 1. Performance Comparison of Logistic Regression and Random 

Forest 

Algorithm 
Feature 

Extraction 

Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

Logistic 

Regression 
TF-IDF 81 81.5 81 81 

Random 

Forest 
TF-IDF 82 82.0 82 82 

Logistic 

Regression 

TF-IDF + 

N-Gram 
83 83.0 83 83 

Random 

Forest 

TF-IDF + 

N-Gram 
83 83.0 83 83 

 

 
Fig. 2. Logistic Regression (TF-IDF) 

The results indicate that the addition of N-Gram features 
leads to performance improvement in both algorithms. Notably, 
Logistic Regression exhibited a recall improvement from 79% 
to 85%, highlighting its increased ability to correctly identify 
hate speech instances after incorporating contextual word 

relationships. 

4.2 Confusion Matrix Visualization 

To better understand the classification performance, 

confusion matrices were generated for each model and feature 

combination. These are shown in Figures 2 through 5. 
 

 
Fig. 3. Random Forest (TF-IDF) 

 

 
Fig. 4. Logistic Regression (TF-IDF+N-GRAM) 
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Fig. 5. Random Forest (TF-IDF+N-GRAM) 

 
These confusion matrices provide a visual breakdown of the 

true positive (TP), true negative (TN), false positive (FP), and 
false negative (FN) values. Improvements in TP and reductions 
in FN are particularly visible in the models utilizing the TF-IDF 
+ N-Gram combination, demonstrating enhanced 

generalization in classification. 

4.3 Comparative Analysis 

The comparative results are summarized as follows: 

• Accuracy: Both algorithms achieved the highest accuracy 
(83%) with the TF-IDF + N-Gram setting. 

• Recall: Logistic Regression experienced a notable increase 
in recall from 79% to 85%, indicating its improved 
sensitivity in detecting hate speech. 

• Stability: Random Forest demonstrated consistent 
performance across both feature settings, maintaining high 
precision and F1-score. 

• Interpretability & Speed: Logistic Regression is preferred in 
scenarios requiring real-time processing and model 
interpretability due to its simpler linear nature. 

 

TABLE 2. Summary of Model Strengths 

Criteria Logistic Regression Random Forest 

Best Accuracy 83% (TF-IDF + N-Gram) 83% (TF-IDF + N-Gram) 

Best Recall 85% (TF-IDF + N-Gram) 85% (TF-IDF + N-Gram) 

Interpretability High Moderate 

Training Time Fast Slower 

Stability Slightly lower More stable across features 

 
These findings suggest that while both models benefit from 

contextual feature engineering, the choice between them 

depends on the application: Logistic Regression is ideal for 
real-time or resource-constrained systems, whereas Random 
Forest is better suited for tasks requiring more robust and 
consistent performance. 

4.4 Discussion 

The integration of N-Gram features notably enhanced the 

performance of both classification models by effectively 

capturing short-range contextual patterns frequently found in 

informal Indonesian language. In contrast, relying solely on TF-

IDF, while computationally simpler, does not sufficiently 

capture linguistic depth, as indicated by slightly reduced recall 

metrics. 

This study reinforces the importance of feature engineering 

in improving the effectiveness of machine learning models for 

text classification tasks—particularly in the context of detecting 

hate speech in morphologically complex languages such as 

Bahasa Indonesia. Furthermore, the balanced distribution of 

class labels (5561 hate speech and 5561 non-hate speech) 

enabled unbiased and consistent model evaluation. 

Unlike many previous studies on Indonesian hate speech 

detection that typically apply a single algorithm or limited 

feature set, this research introduces a comparative analysis 

highlighting the real-world consequences of model and feature 

selection. It provides a valuable foundation for advancing 

scalable and adaptable hate speech detection systems, 

especially for under-resourced language settings. 

V. CONCLUSION 

This research investigated the effectiveness of two 
supervised machine learning algorithms—Logistic Regression 
and Random Forest—in identifying hate speech in Indonesian-
language social media content. The study applied two feature 
extraction techniques: TF-IDF and a combination of TF-IDF 
with N-Gram. The dataset used included 11,122 labeled textual 

instances from Kaggle, and the preprocessing phase 
encompassed steps such as text cleaning, normalization, 
stopword elimination, and stemming. 

The findings revealed that incorporating contextual features 
through the TF-IDF + N-Gram method led to improved 
accuracy for both classification models. Logistic Regression 

showed an increase in accuracy from 81% to 83%, while 
Random Forest also achieved an 83% accuracy. Additionally, 
the recall metric for Logistic Regression improved significantly 
from 79% to 85%, indicating a better ability to detect hate 
speech. 

While both algorithms reached similar levels of accuracy, 

Random Forest offered greater performance consistency, 
whereas Logistic Regression provided faster execution and 
better interpretability. Based on these observations, Random 
Forest is recommended for tasks prioritizing classification 
precision, while Logistic Regression is more appropriate for 
systems requiring rapid response and transparency. 

In summary, this study confirms the advantages of 
integrating contextual feature extraction with machine learning 
in enhancing hate speech detection in the Indonesian language. 
Future work may benefit from exploring deep learning models 
or multilingual datasets to expand classification performance 
further. 
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