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Abstract— In this paper, we present a spectral Galerkin method for solving the second-order Steklov eigenvalue problem in a sectorial domain. 

First, by using affine coordinate transformations, we reformulate the original problem into equivalent system on a rectangular domain. Then, we 

establish its variational and discrete forms. Finally, numerical experiments are presented to demonstrate efficiency and spectral accuracy of the 

proposed algorithm. 
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I. INTRODUCTION  

Steklov eigenvalue problems have important physical 

background and possesses broad applications across multiple 

fields [1-3]. Extensive researches have been conducted in both 

theoretical analysis and numerical computation. Tan et al 

investigated positivity preserving property across various 

domains [4-6], and the properties of the first eigenvalue have 

been explored in the literatures [7-10]. On the numerical side, 

numerous methods have been developed [11-14], existing 

works mainly focuses on solving the second-order Steklov 

eigenvalue problems on the rule regions. Notably, 

investigations of such problems in sector-shaped domains 

remain absent from the existing literatures. 

Therefore, this paper presents a numerical method for 

solving second-order Steklov eigenvalue problems in sector-

shaped domains. First, by employing affine transformation, we 

reformulate the original problem into equivalent system. Then 

through the construction of some weighted Sobolev spaces, we 

derive the weak formulation and its corresponding discrete 

scheme. Finally, extensive computational experiments 

demonstrate the algorithm's astringency and efficiency. 

The rest of this paper is organized as follows: In Section 2, 

a weak form and its discrete scheme of the second-order Steklov 

eigenvalue problem are derived. In Section 3, we derive the 

corresponding matrix format for the discrete scheme. In Section 

4, we present a series of numerical examples to validate the 

proposed method. Finally, we conclude the paper in Section 5. 

II. EQUIVALENT COUPLED SYSTEM 

We consider the following second-order Steklov problem: 
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where 
𝜕𝑤

𝜕𝑛
 is the outward normal derivative on  , and 

 = {(𝑥, 𝑦) ∈ ℝ2: 𝑥 = 𝑟 𝑐𝑜𝑠 𝜃 ,  𝑦 = 𝑟 𝑠𝑖𝑛 𝜃 ,  0 ≤ 𝑟 ≤ 𝑅, 𝜃1
≤ 𝜃 ≤ 𝜃2}. 

It is clear that the weak form of (2.1) is as follows: Find 

(𝜆, 𝑤) ∈ ℝ ×𝐻1(Ω), such that
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Define a Laplace operator: 
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Let ˆ ( , ) ( , )r w x y  = . Using the chain rule for derivatives of 

composite functions, we can derive the equivalent form of the 

gradient operator as follows: 

1 1
ˆ ˆ ˆ ˆ(cos sin ,sin cos ).r rw

r r
         =  −   +   

 
Figure 1: Sector diagram. 

 

As shown in the Figure 1, we denote the unit outward 

normal vector of the arc boundary AB as
1 (cos ,sin ),n  = the 

unit outward normal vector of the initial boundary OA as 

2 1 1(sin , cos ),n  = − and the unit outward normal vector of the 

final boundary OB as 
3 2 2( sin ,cos ).n  = −  From 

𝜕𝑤

𝜕𝑛
w n=  , we 

deduce that (2.1) has the following equivalent form: 
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 (2.4) 

Note that 𝜕𝜃𝜓̂(0, 𝜃) = 0 is an essential polar condition and 

1 2(0, ) ( , )R  = D . 

Let 
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Denoting ˆ( , ) ( , ),t r   =  we further reformulate (2.4) as: 
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We define the following non-uniformly weighted Sobolev 

spaces: 
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the corresponding inner product and norm are given by 
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According to (2.2), a weak form of (2.5) is: Find (𝜆, 𝜓) ∈

ℝ × 𝐻
*

1
(𝐷), such that 
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Define an approximation space𝑋𝑁 = (𝑃𝑁 × 𝑃𝑁) ∩ 𝐻∗
1
(𝐷). 

Then, the discrete scheme corresponding to (2.6) is: Find 

(𝜆𝑁, 𝜓𝑁) ∈ ℝ× 𝑋𝑁, such that 

( , ) ( , ), .N N N N N N Nh h h X  =  A B   (2.7) 

III. ALGORITHMIC IMPLEMENTATION 

In this section, we shall derive the equivalent matrix form 

of the discrete format (2.7). Let 
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Then the approximate space is: 

ˆ .N N NX S S= 
 

Let us expand 
N  as follows: 
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Let U  be a column vector of a length 2( 1)N +  obtained by 

expanding U . Denote 
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By substituting (3.1) into (2.7), and then allowing 

Nh  across all basis functions in 
NX , we obtain the 

following linear eigenvalue system: 
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IV. NUMERICAL EXPERIMENT 

In this section, a series of numerical experiments will 

be presented to demonstrate the efficiency and spectral 

accuracy of our algorithm. Our program is compiled and 

executed in MATLAB R2016b. 

Example 1: We take 𝑅 = 1, 𝜃1 = 30∘, 𝜃2 = 90∘. In Table 1, 

we list the first four approximate eigenvalues 𝜆𝑁
𝑖 (𝑖 =

1,2,3,4) for varying values of N . To further validate the 

computational efficiency of our algorithm, we used the 

numerical solution obtained at 𝑁 = 60 as a reference value. 

In Figure 2, we plotted the error curves of the eigenvalues 

for different values of .N  Additionally, in Figure 3, we 

presented the image of the eigenfunction corresponding to 

the minimum eigenvalue at 60N = , along with the error 

image between the eigenfunctions corresponding to the 

minimum eigenvalues at 50N =  and 60N = . 

 

TABLE 1. The numerical results of the first four eigenvalues for different N. 

𝑵 𝝀𝑵
𝟏  𝝀𝑵

𝟐  𝝀𝑵
𝟑  𝝀𝑵

𝟒  

10 0.167847123435502 1.358638641239197 1.792266897280079 4.040399080553113 

20 0.167847123322805 1.358638633801590 1.792266818716613 4.040398943579751 
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30 0.167847123322203 1.358638633763011 1.792266818381912 4.040398942918160 

40 0.167847123322178 1.358638633761443 1.792266818369035 4.040398942891494 

50 0.167847123322176 1.358638633761276 1.792266818367811 4.040398942888904 

 

Figure 2: Error curves (left) between the numerical eigenvalues and the reference eigenvalues and their error curves (right) under semi-log scale. 

 

Figure 3: Image (left) of the eigenfunction 
60 ,( )w x y  and the error image (right) between eigenfunctions 

60 ,( )w x y  and 
50 ,( )w x y  corresponding to the minimum eigenvalue. 

 

As observed in Table 1, the computed eigenvalues 

achieve a precision of at least 10-digit when 30N  . 

Additionally, as illustrated in Figures 2-3, our algorithm 

demonstrates both convergence and spectral accuracy.  

Example 2. We take 
1 21, 60 , 180 .R  = = =  In Table 1, 

we list the first four approximate eigenvalues 

( 1,2,3,4)i

N i =  for varying values of .N  We used the 

numerical solution obtained at 60N =  as a reference value 

to further validate the computational efficiency of our 

algorithm. In Figure 4, we plotted the error curves of the 

eigenvalues for different values of .N  Additionally, in 

Figure 5, we presented the image of the eigenfunction 

corresponding to the minimum eigenvalue at 60N = , along 

with the error image between the eigenfunctions 

corresponding to the minimum eigenvalues at 50N =  and 

60N = . 

As observed in Table 2, the computed eigenvalues 

achieve a precision of at least 10-digit when 40N  . 

Additionally, as illustrated in Figures 4-5, our algorithm 

demonstrates both convergence and spectral accuracy.  
 

 
TABLE 2. The numerical results of the first four eigenvalues for different N. 

𝑵 𝝀𝑵
𝟏  𝝀𝑵

𝟐  𝝀𝑵
𝟑  𝝀𝑵

𝟒  

10 0.245318192635769 1.054242994892192 2.094981780998436 2.497636674150089 

20 0.245318191456520 1.054242728944644 2.094981574949448 2.497636503216148 

30 0.245318191449657 1.054242726021611 2.094981573880636 2.497636502299467 

40 0.245318191449364 1.054242725798506 2.094981573835764 2.497636502261011 

50 0.245318191449334 1.054242725762994 2.094981573831236 2.497636502257186 
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Figure 4: Error curves (left) between the numerical eigenvalues and the reference eigenvalues and their error curves (right) under semi-log scale. 

 

Figure 5: Image (left) of the eigenfunction 
60 ,( )w x y  and the error image (right) between eigenfunctions 

 
60 ,( )w x y  and 

50 ,( )w x y  corresponding to the minimum eigenvalue. 

 

V. CONCLUSION 

In this paper, an efficient Legendre spectral method is 

proposed and studied for second-order Steklov eigenvalue 

problems in sectorial domain. By utilizing affine technology, a 

fresh weak formulation and its corresponding discrete 

variational form are formulated. In addition, numerical results 

validate the effectiveness of the algorithm. The algorithm 

proposed in this paper can also be generalized to eigenvalue 

problems on more complex geometric domains, which is the 

goal of our future research. 
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