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Abstract— In this paper, we propose a high-order numerical approach based on a reduced-order scheme for fourth-order problems in complex 

sector regions. Initially, we introduce an auxiliary variable and construct an affine transformation to convert the fourth-order problem in the 

complex sector region into an equivalent second-order mixed problem in a standard rectangular domain. In line with the boundary conditions, 

we introduce a product-type Sobolev space. Subsequently, we derive the variational formulation and discrete scheme for the second-order mixed 

problem in the standard rectangular domain. Next, by using Legendre basis functions and tensor products, we deduce the equivalent matrix form 

of the discrete scheme. Finally, we present a series of numerical examples to illustrate the algorithm's convergence and high precision. 

 

Keywords— Fourth-order equation; mixed formulation; high-order numerical method; complex sector region. 

 

I. INTRODUCTION  

In scientific research, numerous physical phenomena and 

chemical reactions, such as the propagation of flames and the 

heat conduction of materials, can be accurately described using 

fourth-order equations [1-3]. Numerical computation of 

differential equations on complex sectorial domains frequently 

arises in scientific research, and high-precision numerical 

methods can offer more accurate results for these studies. 

Currently, the numerical methods commonly utilized for 

solving fourth-order problems encompass spectral methods [4-

6], finite difference methods [7-9], finite element methods [10-

12], and finite volume methods [13,14]. For regions with 

complex curved boundaries, whether employing finite element 

methods or finite difference methods, boundary approximation 

not only introduces additional errors, but also significantly 

increases computational complexity and CPU computation time. 

As we all know, spectral methods possess the advantage of 

spectral accuracy. It would be highly meaningful if they could 

effectively handle the boundary conditions of complex regions 

while maintaining their high-precision characteristics. 

Therefore, this paper aims to propose a high-order 

numerical approach based on a reduced-order scheme for 

fourth-order problems in complex sector regions. Initially, we 

introduce an auxiliary variable and construct an affine 

transformation to convert the fourth-order problem in the 

complex sector region into an equivalent second-order mixed 

problem in a standard rectangular domain. In line with the 

boundary conditions, we introduce a product-type Sobolev 

space. Subsequently, we derive the variational formulation and 

discrete scheme for the second-order mixed problem in the 

standard rectangular domain. Next, by using Legendre basis 

functions and tensor products, we deduce the equivalent matrix 

form of the discrete scheme. Finally, we present a series of 

numerical examples to illustrate the algorithm's convergence 

and high precision. 

The remainder of this paper is structured as follows: In 

Section II, we derive an equivalent second-order mixed 

formulation. In Section III, we introduce a Sobolev space and 

derive the variational formulation and its discretes cheme. In 

Section IV, we derive the equivalent matrix form of the discrete 

scheme. Numerical examples and conclusions are presented in 

Section V and Section VI, respectively. 

II. EQUIVALENT COUPLED SYSTEM 

We consider in this paper the following fourth order problem:  
2 ( , ) ( , ) ( , ) ( , ), in , H x y H x y H x y F x y  −  + =   (1) 

)  ( , ) ( , 0, on ,H x y H x y=  =   (2) 

where  and  are non-negative constants, 2 is a two-

dimensional complex sector regions, that is, 

𝛺 = {(𝑥, 𝑦): 𝑥 = 𝑟𝑅̂(𝜃) 𝑐𝑜𝑠 𝜃 ,  𝑦 = 𝑟𝑅̂(𝜃) 𝑠𝑖𝑛 𝜃 , 0 < 𝑎 < 𝑟
< 𝑏, 0 ≤ 𝜃1 < 𝜃 < 𝜃2 ≤ 2𝜋}, 

here ˆ ( ) 0R    is a function related to θ. Introduce an auxiliary 

function as follows: 

( , ) ( , ).G x y H x y= −  

Then, (1) and (2) are equivalent to the following second-order 

mixed formulation: 

( , ) ( , ) 0,in H x y G x y− − =  , (3) 

( , ) ( , ) ( , ) ( , ), in , G x y G x y H x y F x y − + + =   (4) 

0  ( , ) ( , ) , on .H x y G x y= =   (5) 

Following [15], through a direct calculation, we obtain that 

𝜕𝑥
2 + 𝜕𝑦

2 =
1

𝑟𝑅̂2 {[1 +
(𝜕𝜃𝑅̂)2

𝑅̂2 ]
𝜕

𝜕𝑟
(𝑟𝜕𝑟) −

𝜕

𝜕𝑟
(

𝜕𝜃𝑅̂

𝑅̂
𝜕𝜃) −

𝜕

𝜕𝜃
(

𝜕𝜃𝑅̂

𝑅̂
𝜕𝑟) +

1

𝑟
𝜕𝜃

2}. (6) 

Denote 

, , [ 1,1], [ 1,1],A B r C E    = + = +  −  −  

2 1 2 1, , , ,
2 2 2 2

b a b a
A B C E

   − + − +
= = = =  

{( , ) : 1 1, 1 1}, ( , ) ( , ),g G x y     = −   −   =D  

ˆ( , ) ( , ), ( ) ( ), ( , ) ( , ).h H x y R R f F x y     = = =  

We obtain from (6) that 

2

2 2

1 1
( , ) ( , )

( ) ( )
G x y g g

C E R C E A
 

 


 = = 

+ +
L  

2

1 R R
g g

CA R R

 

   

    
−   +  

 
 
 

  
  
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 2

2

2 2
.

( )1 1
1

R E
g g

C A R C



 
    

+ +  + +        




 

 (7) 

Then, (1) and (2) can be rewritten as follows: 

, ( , ) ,g g h f   − + + = L D  (8) 

0,( , ) ,h g  − − = L D  (9) 

( , 1) ( , 1) 0, [ 1,1],h g   =  =  −  (10) 

( 1, ) ( 1, ) 0, [ 1,1].h g   =  =  −  (11) 

III. SOBOLEV SPACE AND VARIATIONAL FORMULATION 

In this section, we define a product-type Sobolev space and 

present the variational formulation and discrete scheme 

associated with the system of equations (8)-(11). To obtain the 

variational formulations for the equations in (8)-(11), we first 

define the following Sobolev spaces: 
2

1 2

* 2 2

( )1 2
( ) : 1 | |{

R R
p p p p

A R A R

 

  

  
= +  −    

 
DH D  

2| | , ( , 1) 0, ( 1, ) 0}p d d p p    +     =  = , 

the corresponding inner product and norm are respectively: 
2

1,* 2 2

( )1 1
( , ) 1 ( 

R R
p q p q p q

A R A R

 

   

  
= +   −    

 
D

 
) ,q p p qd d     +  +  

  1
2 2

2

1,*

1
| | .p p R p p d d

AR
     

 
=  +   −  
 
‖‖

D

 

By applying Green's formula and integration by parts, the 

variational formulation of (8)-(11) can be derived as: Find 
1 1

* *( , ) ( ) ( )h g  H D H D  such that 

1 1

* *([ , ],[ , ]) ([ , ]), [ , ] ( ) ( ),h g t s t s t s=   A F H D H D  (12) 

where 

𝒜([ℎ, 𝑔], [𝑡, 𝑠]) = ∫
𝐴

𝐶
(𝐶𝜂 + 𝐸) (1 +

𝒟

1

𝐴2

(𝜕𝜉𝑅)2

𝑅2 ) 𝜕𝜂ℎ𝜕𝜂𝑡𝑑𝜂𝑑𝜉 − ∫
1

𝐴𝒟

𝜕𝜉𝑅

𝑅
𝜕𝜉ℎ𝜕𝜂𝑡𝑑𝜂𝑑𝜉  

1

( )

R C
t hd d h td d

A R C E A



      



−   +  

+ D D

 

2( )
( )

C
AC C E R gtd d g sd d

C E A
     


− + +  

+ D D

 

2

2 2

( )1 1
( ) 1

R RA
C E g sd d g sd d

C A R A R

 

       
  

+ + +   −    
 

 D D

 

21
( )

R
g sd d AC C E R gsd d

A R



       


−   + + D D

 

2( ) ,AC C E R hsd d   + +D
 

2([ , ]) ( ) . t s AC C E R fsd d  = +DF  

Let NP be a polynomial space of degree at most .N Define the 

approximation space:
1

* *( ) ( ).N N NX P P=  H D Then, a discrete 

scheme corresponding to (12) is: Find * *( , )N N N Nh g X X   

such that 

* *([ , ],[ , ]) ([ , ]), [ , ] .N N N N N N N N N Nh g t s t s t s X X=   A F  (13) 

IV. EFFECTIVE IMPLEMENTATION OF ALGORITHMS 

In this section, we aim to construct the matrix form 

equivalent to the discrete formulation presented in (13). 

Initially, we denote the i-th Legendre polynomial as ( )iL 

and let 

2( ) ( ) ( ), 0,1, , 2.i i iL L i N   += − = −
 

It is clear that 

*span{ ( ) ( ), , 0,1, , 2}, .N i j N N Ni j N X   = = − = S S S
 

Let us expand Ng and Nh as follows: 

2

, 0

( , ) ( , ) ( ) ( ).
N

N N ij ij i j

i j

g h w u    
−

=

=   (14) 

Setting 

00 01 0 2

10 11 1 2

2 0 21 2 2

W ,=

N

N

N N N N

w w w

w w w

w w w

−

−

− − − −

 
 
 
 
  
 

 

and 

00 01 0 2

10 11 1 2

2 0 21 2 2

U . =

N

N

N N N N

u u u

u u u

u u u

−

−

− − − −

 
 
 
 
  
 

 

Let w  and u  denote the column vectors of length 
2( 1)N −  obtained by expanding W  and U  respectively 

along their columns. Denote 

𝑛𝑘𝑗  = ∫
𝐴

𝐶

1

−1

(𝐶𝜂 + 𝐸)𝜙𝑘
′(𝜂)𝜙𝑗

′(𝜂)𝑑𝜂, 𝑛̂𝑘𝑗

= ∫ (1 +
1

𝐴2

(𝜕𝜉𝑅)2

𝑅2
)

1

−1

𝜙𝑘(𝜉)𝜙𝑗(𝜉)𝑑𝜉, 

1 1

1 1

1
ˆ( ) ( ) , , ( ) ( )kj k j kj k j

R
p d p d

A R


         

− −


 = =   

1 1

1 1

( )1
ˆ( ) ( ) , ( ) ( ) , kj k j kj k j

R
q d q d

A R


         

− −


 = =   

1 1

1 1
ˆ( ) ( ) , ( ) ( ) , 

( )
kj j k kj k j

C
z d z d

C E A
         

− −
 = =

+   

1 1
2

1 1
ˆ( ) ( ) ( ) , ( ) ( ) , kj k j kj k jm AC C E d m R d          

− −
= + =   

2( ) ( ) ( ) . kl k lf AC C E R f d d      = +D   

By substituting (14) into (13), and then allowing Nt  

and Ns  to traverse a set of basis functions in 
*NX , 

respectively, we obtain the equivalent matrix format of 

(13): 

(
𝑇1  −𝑇
𝛽𝑇2 𝑇1 + 𝛼𝑇2

) (𝑤
𝑢

) = (
0
𝑓

), 

where   denotes the tensor product, i. e., 
2

0( )N

ij ijA B a B −

= =  and 

𝑇1  = 𝑁(𝑙, : ) ⊗ 𝑁̂(𝑘, : ) − 𝑃(𝑙,  : ) ⊗ 𝑃̂(𝑘, : ) − 𝑄(𝑙, : )

⊗ 𝑄̂(𝑘, : ) + 𝑍(𝑙,  : ) ⊗ 𝑍̂(𝑘, : ), 



International Journal of Scientific Engineering and Science 
Volume 9, Issue 1, pp. 71-76, 2025. ISSN (Online): 2456-7361 

 

 

73 

http://ijses.com/ 

All rights reserved 

𝑇2  = 𝑀(𝑙, : ) ⊗ 𝑀̂(𝑘, : ),  𝒇
= (𝑓00, … , 𝑓𝑁−2,0; 𝑓01, … , 𝑓𝑁−2,1; 𝑓0,𝑁−2, … , 𝑓𝑁−2,𝑁−2 )⊤, 

𝑁 = (𝑛𝑖𝑗)𝑖𝑗=0
𝑁−2 ,  𝑃 = (𝑝𝑖𝑗)𝑖𝑗=0

𝑁−2 ,  𝑄 = (𝑞𝑖𝑗)𝑖𝑗=0
𝑁−2 ,  𝑍

= (𝑧𝑖𝑗)𝑖𝑗=0
𝑁−2 ,  𝑀 = (𝑚𝑖𝑗)𝑖𝑗=0

𝑁−2 , 

𝑁̂  = (𝑛̂𝑖𝑗)𝑖𝑗=0
𝑁−2 ,   𝑃̂ = (𝑝̂𝑖𝑗)𝑖𝑗=0

𝑁−2 ,  𝑄̂ = (𝑞̂𝑖𝑗)𝑖𝑗=0
𝑁−2 ,   𝑍̂

= (𝑧̂𝑖𝑗)𝑖𝑗=0
𝑁−2 ,  𝑀̂ = (𝑚̂𝑖𝑗)𝑖𝑗=0

𝑁−2 . 

V. NUMERICAL EXPERIMENT 

In this section, to demonstrate the convergence and 

effectiveness of the algorithm, a series of numerical 

experiments will be conducted using MATLAB software, 

version R2023a. Let ( , )NH x y and ( , )NG x y be the approximate 

solutions of ( , )H x y and ( , )G x y , respectively. The associated errors 

are defined as follows: 

‖𝐻(𝑥, 𝑦) − 𝐻𝑁(𝑥, 𝑦)‖
𝐿2(𝛺)

= (∫ 𝐴
𝒟

𝐶(𝐶𝜂 + 𝐸)𝑅2 (𝜉)|ℎ(𝜉, 𝜂)

− ℎ
𝑁

(𝜉, 𝜂)|2 𝑑𝜉𝑑𝜂)

1

2
, 

‖𝐻(𝑥, 𝑦) − 𝐻𝑁(𝑥, 𝑦)‖
𝐿∞(𝛺)

= ‖ℎ(𝜂, 𝜉) − ℎ
𝑁

(𝜂, 𝜉)‖
𝐿∞(𝒟)

= 𝑚𝑎𝑥
(𝜂,𝜉)∈𝒟

|ℎ(𝜉, 𝜂) − ℎ
𝑁

(𝜉, 𝜂)|. 

Example 1: We take 1 2

1
1, 0, , , 1.

2 2
a b


   = = = = = =  Let 

3 3 4 4 3 3 4 41
( , ) ( ) sin (( ) ).

16
H x y x y x y x y = + − +  

It is evident that ( , )H x y  satisfies boundary conditions. By 

substituting ( , )H x y  into (1), we obtain ( ),  .F x y  We present the 

errors between the exact solutions ( , )H x y  and ( , )G x y  and 

the approximate solutions ( , )NH x y  and ( , )NG x y  in Table 1 and 

Table 2, respectively. Additionally, the comparison 

diagrams of the exact solution and the approximate solution 

are presented in Figures 1 and 3. Furthermore, the error 

images between the exact and approximate solutions are 

shown in Figures 2 and 4. 

 

 
TABLE 1. For various values of N  , the errors between the exact solution 𝐻(𝑥, 𝑦)  and the approximate solution 𝐻𝑁(𝑥, 𝑦). 

N  20 30 40 50 60 

2( , ) ( , )N L
H x y H x y−‖ ‖  

8.1173×10-7 4.7202×10-9 2.6113×10-11 1.3986×10-13 4.8145×10-15 

( , ) ( , )N L
H x y H x y −‖ ‖  

1.4215×10-6 8.6137×10-9 4.7131×10-11 2.4663×10-13 5.9137×10-15 

 

TABLE 2. For various values of N , the errors between the exact solution 𝐺(𝑥,  𝑦) and the approximate solution 𝐺𝑁(𝑥, 𝑦). 

N  20 30 40 50 60 

2( , ) ( , )N L
G x y G x y−‖ ‖  0.0017 2.0835×10-5 1.8699×10-7 1.4391×10-9 1.0081×10-11 

( , ) ( , )N L
G x y G x y −‖ ‖  0.0061 7.3308×10-5 6.6851×10-7 5.2025×10-9 3.7257×10-11 

 

Figure 1: Comparison of the exact solution 𝐻(𝑥, 𝑦) (left) and approximate solution 𝐻𝑁(𝑥, 𝑦) (right) for 𝑁 = 30. 

 

Figure 2: Error images between approximation solutions 𝐻𝑁(𝑥, 𝑦) and exact solution 𝐻(𝑥, 𝑦) for 𝑁 = 50 (left) and 𝑁 = 60 (right). 
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Figure 3: Comparison of the exact solution 𝐺(𝑥,  𝑦) (left) and approximate solution 𝐺𝑁(𝑥, 𝑦) (right) for when 𝑁 = 30. 

 

Figure 4: Error images between approximation solutions 𝐺𝑁(𝑥, 𝑦) and exact solution 𝐺(𝑥,  𝑦) for 𝑁 = 60 (left) and 𝑁 = 70 (right). 

 

Based on Table 1 and Table 2, it is evident that when 

60N  , the errors between the exact solutions ( , )H x y  and 

( , )G x y  and the approximate solutions ( , )NH x y  and ( , )NG x y  

in these two norms have reached approximately 1510−  and 
1110−  accuracy, respectively. Furthermore, as observed from 

Figures 1-4, the algorithm demonstrates convergence and 

spectral accuracy. 

Example 2. We take 𝛼 = 1,  𝛽 = 2, 𝜃1 = 0, 𝜃2 = 𝜋,  𝑎 =
1

2
,  𝑏 = 1. Let 

3 4 4 3 4 4 31
( , ) ( ) ( 1) .

16

x yH x y e y x y x y+= − + − + −  

It is evident that ( , )H x y  satisfies boundary conditions. 

By substituting ( , )H x y  into the equation (1), we obtain ( , )F x y . 

Similarly, we present the errors between the exact solutions 
( , )H x y  and ( , )G x y  and the approximate solutions ( , )NH x y  

and ( , )NG x y  in Table 3 and Table 4, respectively. 

Furthermore, the comparison diagrams of the exact solution 

and the approximate solution are presented in Figures 5 and 

7. Meanwhile, the error diagrams between them are 

presented in Figures 6 and 8. 
 

TABLE 3. For various values of N , the errors between the exact solution 𝐻(𝑥, 𝑦) and the approximate solution 𝐻𝑁(𝑥,  𝑦). 

N  40 50 60 70 80 

2( , ) ( , )N L
H x y H x y−‖ ‖  

5.3549×10-8
 2.7305×10-9

 1.3414×10-10
 5.0943×10-12

 3.0776×10-13
 

( , ) ( , )N L
H x y H x y −‖ ‖  

1.1345×10-7
 6.6136×10-9

 2.6109×10-10
 1.1149×10-11

 6.4695×10-13
 

 

TABLE 4. For various values of 𝑁, the errors between the exact solution 𝐺(𝑥,  𝑦) and the approximate solution 𝐺𝑁(𝑥, 𝑦). 

N  40 50 60 70 80 

2( , ) ( , )N L
G x y G x y−‖ ‖  1.1762×10-4 7.5937×10-6 5.3934×10-7 2.5851×10-8 1.8328×10-9 

( , ) ( , )N L
G x y G x y −‖ ‖  4.3103×10-4 2.7951×10-5 2.2306×10-6 1.0839×10-7 7.8479×10-9 

 

Figure 5. Comparison of the exact solution 𝐻(𝑥, 𝑦) (left) and approximate solution 𝐻𝑁(𝑥,  𝑦) (right) for when 𝑁 = 80. 
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Figure 6: Error images between approximation solutions ( , )NH x y  and exact solution ( , )H x y  for N = 80 (left) and N = 90 (right). 

 

Figure 7: Comparison of the exact solution ( , )G x y  (left) and approximate solution ( , )NG x y  (right) for when N = 80. 

 

Figure 8: Error images between approximation solutions ( , )NG x y  and exact solution ( , )G x y  for N = 80 (left) and N = 90 (right). 

 

Based on Table 3 and Table 4, it is evident that when 
80N   , the errors of the exact solutions ( , )H x y  and ( , )G x y  

and the approximate solutions ( , )NH x y  and ( , )NG x y  in these 

two norms have reached approximately 1310−  and 910−  

accuracy, respectively. Figures 5-8 further demonstrate the 

stability and convergence of our algorithm. 

VI. CONCLUSION 

In this article, we introduce a high-order numerical method 

for addressing fourth-order problems on complex sectorial 

domains. The primary approach involves introducing auxiliary 

variables and formulating an affine transformation. This 

transformation allows us to transform the fourth-order problem 

within complex sectorial domains into a second-order coupled 

system within standard rectangular domains. Subsequently, we 

establish the corresponding mixed variational formulation and 

discrete scheme. Furthermore, leveraging the orthogonality of 

Legendre polynomials, we construct a set of effective basis 

functions and derive the matrix form of the discrete variational 

form based on tensor products. 

It is noteworthy that the algorithm proposed herein has the 

potential to be extended to more intricate regions, and this 

extension serves as our upcoming research objective. 
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