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Abstract—In this paper, we study the dynamical behavior of stochastic p-Laplacian lattice system with Lévy Noise and Multi-delay. We transform 

the lattice system with Multi-delay into a lattice system without delay. Then we prove the existence and uniqueness of solutions of system [1.1] by 

the uniform estimates of solutions. Finally, we choose a Hilbert space as a phase space to investigate the existence and uniqueness of weak 

pullback mean random attractors. The results of this article is new even the stochastic lattice system driven by single delay or Lévy Noise. 
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I. INTRODUCTION  

Nowadays, time delays often appears in various control 

systems, such as transmission phenomena, measurements, see 

[4,7]. Time-delay systems (TDSs) are the class of dynamic 

systems. In recent years, the analysis of TDSs have become a 

research hotspot. Many scholars study the delay lattice system, 

see [1]. 

Lévy noise as a non-Gaussian noise with heavy tails and 

jumps, which makes the application of TDISs noise more 

widespread [12, 6]. Therefore, it is necessary to study stochastic 

systems driven by Lévy noise. 

Inspired by the above works, we study the dynamical 

behavior of multi-delay stochastic p-Laplacian porous medium 

lattice system defined on the integer set ℤ𝑘 with Lévy noise: 

{
 
 
 
 

 
 
 
 

𝑑𝑣𝑖(𝑡) + 𝐴𝑝(𝑣(𝑡))𝑖𝑑𝑡 + 𝑎𝑣𝑖(𝑡)𝑑𝑡

= 𝜖1∑ 

∞

𝑘=1

(𝑓𝑘,𝑖
1 (𝑣𝑖(𝑡 − 𝜌2)) + ℎ𝑘,𝑖

1 (𝑡)))𝑑𝑊𝑘(𝑡)

+𝐺𝑖(𝑣𝑖(𝑡 − 𝜌1))𝑑𝑡 + 𝑏𝑖(𝑡)𝑑𝑡

+𝜖2∑  

∞

𝑘=1

∫  
|𝑦𝑘|<1

(𝑓𝑘,𝑖
2 (𝑣𝑖(𝑡 − 𝜌3), 𝑦𝑘) + ℎ𝑘,𝑖

2 (𝑡)) 𝐿̃𝑘(𝑑𝑡, 𝑑𝑦𝑘),

𝑣𝑖(𝜏) = 𝑣0,𝑖 , 𝑣𝑖(𝑠) = 𝜙𝑖(𝑠 − 𝜏), 𝑠 ∈ (𝜏 − 𝜌, 𝜏),

(1.1) 

where𝑘, 𝑖 ∈ ℕ ; 𝑡 > 𝜏, 𝜏 ∈ ℝ ; 𝑎 > 0 ; 𝜖1, 𝜖2 > 0  are noise 

parameters; 𝜌, 𝜌1, 𝜌2, 𝜌3  are delay parameters, 𝜌 =
𝑚𝑎𝑥{𝜌1, 𝜌2, 𝜌3} ; 𝐴𝑝  is the discrete 𝑑 -dimensional 𝑝-Laplace 

operator; (𝐺𝑖)𝑖∈ℤ𝑘 , (𝑓𝑘,𝑖
1 )𝑘∈ℕ,𝑖∈ℤ𝑘 , (𝑓𝑗,𝑖

2 )𝑘∈ℕ,𝑖∈ℤ𝑘  are three 

sequences of continuous functions with arbitrary order 

superlinear growth rate; 𝑏 = (𝑏𝑖)𝑖∈ℤ𝑘 , ℎ1 = (ℎ𝑘,𝑖
1 (𝑡))𝑘∈ℕ,𝑖∈ℤ𝑘 

and ℎ2 = (ℎ𝑘,𝑖
2 (𝑡))𝑘∈ℕ,𝑖∈ℤ𝑘  are two ℓ2 -valued stochastic 

processes( ∥ ℎ1 ∥2= ∑  𝑗∈ℕ ∥ ℎ𝑗
1(𝑡) ∥2< ∞  and ∥ ℎ2 ∥2=

∑  𝑗∈ℕ ∥ ℎ𝑗
2(𝑡) ∥2< ∞).(𝑊𝑘)𝑘∈ℕ is a sequence of independent 

two-sided real-valued Wiener process defined on a complete 

filtered probability space (Ω, ℱ, {ℱ𝑡}𝑡∈ℝ, ℙ) ; 𝐿𝑘  is a Poisson 

random measure, 𝜈𝑘  is a Lévy measure with ∫  
ℝ−0

(|𝑦|2 ∧

1)𝜈𝑘(𝑑𝑦) < ∞  and 𝐿̃𝑘(𝑑𝑡, 𝑑𝑦) = 𝐿𝑘(𝑑𝑡, 𝑑𝑦) − 𝜈𝑘(𝑑𝑦)𝑑𝑡. In 

this paper, we will prove the existence and uniqueness of 

solution of lattice system (1.1) with Multi-delay and Lévy noise, 

which is a meaningful and challenging work. 

Moreover, the main purpose of this article is to study the 

existence and uniqueness of weak pullback mean random 

attractors of (1.1) . Due to the noise coefficient of the system is 

nonlinear and the Lévy noise is discontinuous, we currently do 

not have a method to convert the stochastic lattice system into 

a pathwise deterministic system. 

And we cannot study the pathwise random attractors 

introduced by Crauel and Flandoli in [2]. Therefore, we study 

mean attractors proposed by Wang in [8]. We can apply the 

theory of weak mean random attractor in the reflexive Banach 

space. In order to solve this problem, we choose a product 

Hilbert space 𝐿2(Ω, ℱ𝜏; ℓ
2) × 𝐿2(Ω, ℱ𝜏; 𝐿

2((−𝜌, 0), ℓ2))  as a 

phase space to investigate the existence and uniqueness of weak 

pullback mean random attractors. 

Next, we present the main results of this article. 

Theorem 1.1. Suppose (2.4), (2.5)-(2.6), (2.7)-(2.8) hold. 

Then for any𝑣0 ∈ 𝐿
2(Ω, ℱ𝜏; ℓ

2)and 𝜙 ∈
𝐿2(Ω, ℱ𝜏; 𝐿

2((−𝜌, 0), ℓ2)), system (2.12) has a unique solution 

𝑣 in the meanning of Definition 3.1. For any 𝑇 > 0, we get 

𝔼[∥ 𝑣 ∥𝐶([𝜏,𝜏+𝑇],ℓ2)
2 ] ≤ 𝐾(𝔼[∥ 𝑣0 ∥

2] + 

∫  
0

−𝜌

𝔼[∥ 𝜙(𝑠) ∥2]𝑑𝑠 + 𝑇 + ∫  
𝜏+𝑇

𝜏

𝔼[∥ 𝐼(𝑠) ∥2]𝑑𝑠)𝑒𝐾𝑇 , (1.2) 

where 𝐾 > 0 is a constant independent of 𝑣0, 𝜙, 𝜌, 𝑡 
and 𝑇. 

Theorem 1.2. Suppose (2.4), (2.5)-(2.6), (2.7)-(2.8), (4.3) 

hold. Then the mean random dynamical system Φ related to 

(2.12) has a unique weak 𝒟-pullback mean random attractor 

𝐴 = 𝐴(𝜏): 𝜏 ∈ ℝ} ∈ 𝒟 in 𝐿2(Ω, ℱ; ℓ2) ×
𝐿2(Ω, ℱ; 𝐿2((−𝜌, 0), ℓ2)) over (Ω, ℱ, {ℱ𝑡}𝑡∈ℝ, ℙ); this is, 

(i) 𝐴(𝜏)  is a weakly compact subset of 𝐿2(Ω, ℱ𝜏; ℓ
2) ×

𝐿2 (Ω, ℱ𝜏; 𝐿
2((−𝜌, 0), ℓ2))  𝑓𝑜𝑟 𝑒𝑣𝑒𝑟𝑦 𝜏 ∈ ℝ. 

(ii) 𝐴 is a weakly 𝒟-pullback attracting set of Φ. 

(iii) 𝐴 is the minimal element of 𝒟 with properties (i) and (ii). 

II. THEORETICAL PREPARATION 

The following some useful assumptions will be frequently 

applied throughout the entire paper. 

In this article, we will use the following inequality many 

times, 

|𝑥|𝑥|𝑟1−2 − 𝑧|𝑧|𝑟1−2 ≤ 𝐶𝑟1(|𝑥|
𝑟1−2 + |𝑧|𝑟1−2)|𝑥 − 𝑧|, 
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(∀𝑥, 𝑧 ∈ ℝ, 𝑟1 > 2).                                                   (2.1) 

Suppose 𝜎 ≥ 0, 𝑟2, 𝑟3 ≥ 0 are constants, if 𝑟2 > 𝑟3, there exists 

a constant 𝜅 > 0 such that  

𝜅 − 𝑟2 + 𝑟3𝑒
𝜅𝜎 < 0.                        (2.2) 

Let ℓ𝑟: = {𝑢 = (𝑢𝑖)𝑖∈ℤ𝑘: ∑  𝑖∈ℤ𝑘 |𝑢𝑖|
𝑟 < +∞}for 𝑟 ≥ 1 , and 

the norm of ℓ𝑟is denoted by∥⋅∥𝑟. 
The norm and inner product of ℓ2 are defined as ∥⋅∥ and ⟨⋅,⋅⟩, 

respectively. 

We define two operators 𝐵𝑑 , 𝐵𝑑
∗ : ℓ2 → ℓ2  by (𝐵𝑑𝑣)𝑖 =

𝑣𝑖𝑑+1 − 𝑣𝑖 , (𝐵𝑑
∗𝑣)𝑖 = 𝑣𝑖𝑑−1 − 𝑣𝑖 , for 𝑑 ∈ [1, 𝑘] ∩ ℕ  and 𝑣 =

(𝑣𝑖)𝑖∈ℤ𝑘 ∈ ℓ
2. 

Then the discrete 𝑑 -dimensional 𝑝 -Laplace operator 

𝐴𝑝𝑣: ℓ
2 → ℓ2 with𝑝 ≥ 2 is defined by 

(𝐴𝑝𝑣)𝑖 = ∑  

𝑘

𝑑=1

(𝐵𝑑
∗(|𝐵𝑑𝑣|

𝑝−2𝐵𝑑𝑣))𝑖 = −∑  

𝑘

𝑑=1

(|(𝐵𝑑
∗𝑣)𝑖|

𝑝−2 

× (𝐵𝑑
∗𝑣)𝑖 + |(𝐵𝑑𝑣)𝑖|

𝑝−2 × (𝐵𝑑𝑣)𝑖).                               (2.3) 

Next, we will make more assumptions:𝑏 = (𝑏𝑖)𝑖∈ℤ𝑘 , ℎ𝑘
1 =

(ℎ𝑘,𝑖
1 )𝑖∈ℤ𝑘  and ℎ𝑘

2 = (ℎ𝑘,𝑖
2 )𝑖∈ℤ𝑘  are ℓ2 -valued progressively 

measurable processes such that 

∫  
𝜏+𝑇

𝜏
𝔼[∥ 𝑏(𝑡) ∥2+ ∑  ∞

𝑘=1 ∥ ℎ𝑘
1(𝑡) ∥2+∑  ∞

𝑘=1 ∥ ℎ𝑘
2(𝑡) ∥2]𝑑𝑡 =

∫  
𝜏+𝑇

𝜏
𝔼[∥ 𝐼(𝑡) ∥2] < ∞,∀𝜏 ∈ ℝ, 𝑇 > 0.              (2.4) 

𝐺𝑖: ℝ → ℝ is locally Lipschitz continuous in 𝑖 ∈ ℤ𝑘; that is, 

for every bounded subset 𝐵 of ℝ, there exist a constant 𝑐1 =
𝑐1(𝐵) > 0 such that for any 𝑧1, 𝑧2 ∈ ℝ, 

∣ 𝐺𝑖(𝑧1) − 𝐺𝑖(𝑧2) ∣≤ 𝑐1 ∣ 𝑧1 − 𝑧2 ∣.          (2.5) 

For every 𝑛 ∈ ℕ, there exist positive constants 𝛽𝑖((𝛽𝑖)𝑖∈ℤ𝑘 ∈

ℓ2) and 𝜃1 such that for any 𝑧 ∈ ℝ, 

∣ 𝐺𝑖(𝑧) ∣≤ 𝛽𝑖 + 𝜃1 ∣ 𝑧 ∣.           (2.6) 

For any 𝑘 ∈ ℕ, 𝑖 ∈ ℤ𝑘, there exists 𝑐𝑘,𝑖(𝑛) > 0 

such that 𝑧1, 𝑧2 ∈ ℝ and |𝑧1| ∨ |𝑧2| ≤ 𝑛, 

|𝑓𝑘,𝑖
1 (𝑧1) − 𝑓𝑘,𝑖

1 (𝑧2)|⋁ ∫  
|𝑦𝑘|<1

|𝑓𝑘,𝑖
2 (𝑧1, 𝑦𝑘) −

                𝑓𝑘,𝑖
2 (𝑧2, 𝑦𝑘)|𝜈𝑘(𝑑𝑦𝑘) ≤ 𝑐𝑘,𝑖(𝑛)|𝑧1 − 𝑧2|

2,            (2.7) 

where ∥ 𝑐(𝑛) ∥= ∑  𝑘∈ℕ ∑  𝑖∈ℤ𝑘 |𝑐𝑘,𝑖(𝑛)| < ∞. 

For any 𝑘 ∈ ℕ and 𝑖 ∈ ℤ𝑘, there exist 𝛿𝑘,𝑖 , 𝜃𝑘,𝑖 > 0 such that 

|𝑓𝑘,𝑖
1 (𝑧)|2⋁∫  

|𝑦𝑘|<1
|𝑓𝑘,𝑖
2 (𝑧, 𝑦𝑘)|

2𝜈𝑘(𝑑𝑦𝑘) < 𝛿𝑘,𝑖 + 𝜃𝑘,𝑖|𝑧|
2,  (2.8) 

where ∥ 𝛿 ∥= ∑  𝑘∈ℕ ∑  𝑖∈ℤ𝑘 |𝛿𝑘,𝑖| < ∞, and |𝜃𝑘,𝑖| =
∑  𝑘∈ℕ ∑  𝑖∈ℤ𝑘 |𝜃𝑘,𝑖| < ∞. 

We write 𝑣 = (𝑣𝑖)𝑖∈ℤ𝑘 , 𝐺(𝑣) = (𝐺𝑖(𝑣𝑖))𝑖∈ℤ𝑘 , 𝑓𝑘
1(𝑣) =

(𝑓𝑘,𝑖
1 (𝑣𝑖))𝑖∈ℤ𝑘 , 𝑓𝑘

2(𝑣, 𝑦𝑘) = (𝑓𝑘,𝑖
2 (𝑣, 𝑦𝑘))𝑖∈ℤ𝑘 , for 𝑘 ∈ ℕ . By 

(2.4)-(2.5), we find that 𝐺: ℓ2 → ℓ2  is locally Lipschitz 

continuous; that is, for every 𝑛 > 0, there exists a constant 𝑐2 =
𝑐2(𝑛) > 0 such that for all𝑢, 𝑣 ∈ ℓ2 with∥ 𝑢 ∥≤ 𝑛 and ∥ 𝑣 ∥≤
𝑛, 

∥ 𝐺(𝑢) − 𝐺(𝑣) ∥2≤ 𝑐2 ∥ 𝑢 − 𝑣 ∥
2 

and ∥ 𝐺(𝑣) ∥2≤ 2 ∥ 𝛽 ∥2+ 2𝜃1
2 ∥ 𝑣 ∥2.               (2.9) 

By (2.7)-(2.8), we find that there exists 𝑐3 = 𝑐3(𝑛) > 0 such 

that for all 𝑢, 𝑣 ∈ ℓ2 with∥ 𝑢 ∥≤ 𝑛 and ∥ 𝑣 ∥≤ 𝑛, 

∑ 

𝑘∈ℕ

∥ 𝑓𝑘
1(𝑢) − 𝑓𝑘

2(𝑣) ∥2 ⋁∑  

𝑘∈ℕ

∫  
|𝑦𝑘|<1

|𝑓𝑘
2(𝑢, 𝑦𝑘)

− 𝑓𝑘
2(𝑣, 𝑦𝑘)|𝜗𝑘(𝑑𝑦𝑘) ≤ 𝑐3 ∥ 𝑢 − 𝑣 ∥

2, 

∑  

𝑘∈ℕ

∥ 𝑓𝑘
1(𝑣) ∥2 ⋁∑  

𝑘∈ℕ

∫  
|𝑦𝑘|<1

∥ 𝑓𝑘
2(𝑣, 𝑦𝑘) ∥

2 𝑣𝑘(𝑑𝑦𝑘) 

< 2 ∥ 𝛿 ∥2+ 2 ∥ 𝜃 ∥2∥ 𝑣 ∥2, ∀𝑣 ∈ ℓ2.  (2.10) 

By [11], we know that 𝐴𝑝: ℓ
2 → ℓ2  is locally Lipschitz 

continuous; that is, for any 𝑝 ≥ 2, 𝛾 > 1 , 𝑢, 𝑣 ∈ ℓ2, ∥ 𝑢 ∥≤
𝑛 𝑎𝑛𝑑 ∥ 𝑣 ∥≤ 𝑛, for every 𝑛 ∈ ℕ, there exists 𝑐4 = 𝑐4(𝑛) > 0 

such that 

∥ 𝐴𝑝(𝑢) − 𝐴𝑝(𝑣) ∥
2≤ 𝑐1(𝑛) ∥ 𝑢 − 𝑣 ∥

2 

and ⟨𝐴𝑝(𝑢) − 𝐴𝑝(𝑣), 𝑢 − 𝑣⟩ ≥ 0.                 (2.11) 

Based on the above notation, the system (1.1) can be written 

the following system in   ℓ2 as 

𝑑𝑣(𝑡) + 𝐴𝑝(𝑣(𝑡))𝑑𝑡 + 𝑎𝑣(𝑡)𝑑𝑡

= 𝜖1∑ 

∞

𝑘=1

(𝑓𝑘
1(𝑣(𝑡 − 𝜌2)) + ℎ𝑘

1(𝑡)) 𝑑𝑊𝑘(𝑡)

+ 𝐺(𝑣(𝑡 − 𝜌1))𝑑𝑡 + 𝑏(𝑡)𝑑𝑡

+ 𝜖2∑ 

∞

𝑘=1

∫  
|𝑦𝑘|<1

(𝑓𝑘
2(𝑣(𝑡 − 𝜌3), 𝑦𝑘)

+ ℎ𝑘
2(𝑡))𝐿̃𝑘(𝑑𝑡, 𝑑𝑦𝑘), 

𝑣(𝜏) = 𝑣0, 𝑣(𝑠) = 𝜙(𝑠 − 𝜏), 𝑠 ∈ (𝜏 − 𝜌, 𝜏) ,               (2.12) 

where 𝑣0 = (𝑣0,𝑖)𝑖∈ℤ𝑘 and 𝜙 = (𝜙𝑖)𝑖∈ℤ𝑘. 

III. EXISTENCE AND UNIQUENESS OF SOLUTION: THEOREM 

1.1 

Definition 3.1.  Suppose that 𝑣0 ∈ 𝐿
2(Ω, ℱ𝜏; ℓ

2) and 

𝜙 ∈ 𝐿2(Ω, ℱ𝜏; 𝐿
2((−𝜌, 0), ℓ2)) . An ℓ2 -valued stochastic 

process 𝑣(𝑡), 𝑡 > 𝜏 − 𝜌, is called a solution of system (2.12) 

if 

(i) 𝑣 ∈ 𝐿2(Ω, ℱ𝜏; 𝐿
2((𝜏 − 𝜌, 𝜏), ℓ2)) and 𝑣𝜏 = 𝜙. 

(ii) 𝑣 is pathwise continuous on [𝜏,∞), ℱ𝜏-adapted for all 

𝑡 ≥ 𝜏,𝑣(𝜏) = 𝑣0, and 𝑣 ∈ 𝐿2(Ω, 𝐶([𝜏, 𝜏 + 𝑇], ℓ2)) 𝑓𝑜𝑟 𝑎𝑙𝑙  

𝑇 > 0. 

(iii) For all 𝑡 ≥ 𝜏, the system (2.12) over (𝜏, 𝑡) holds, 

ℙ-a.s. 

The proof of Theorem 1.1 

Proof    Now, we prove the existence of the solutions to (2.12) 

on [𝜏, 𝜏 + 𝜌].By (2.9) , for 𝜙 ∈ 𝐿2(Ω, ℱ𝜏; 𝐿
2((−𝜌, 0), ℓ2)), we 

get 

𝔼[∫  
𝜏+𝜌

𝜏
∥ 𝐺(𝑣(𝑡 − 𝜌1)) ∥

2 𝑑𝑡] ≤ 2𝜌 ∥ 𝛽 ∥2+

2𝜃1
2𝔼[∫  

𝜌−𝜌1
−𝜌1

∥ 𝜙(𝑡) ∥2]𝑑𝑡 < ∞.                                 （3.1） 

By (2.10) and BDG's inequality, by [5, Lemma 8.22], for 𝑡 ∈
(𝜏, 𝜏 + 𝜌], we get 

2𝜖1𝔼[ 𝑠𝑢𝑝
𝜏≤𝑟≤𝑡

 | ∑  ∞
𝑘=1 ∫  

𝑟

𝜏
⟨𝑓𝑘
1(𝑣(𝑠 − 𝜌2)) +

ℎ𝑘
1(𝑠), 𝑣(𝑠)⟩𝑑𝑊𝑘(𝑠)|] + 𝔼[ 𝑠𝑢𝑝

𝜏≤𝑟≤𝑡
 | ∑  ∞

𝑘=1 ∫  
𝑟

𝜏
∫  
|𝑦𝑘|<1

[∥ 𝑣(𝑠) +

𝜖2(𝑓𝑘
2(𝑣(𝑠 − 𝜌3), 𝑦𝑘) + ℎ𝑘

2(𝑠) ∥2 −∥ 𝑣(𝑠) ∥2]𝐿̃𝑘(𝑑𝑠, 𝑑𝑦𝑘)|] ≤
1

2
𝔼[ 𝑠𝑢𝑝

𝜏≤𝑠≤𝑡
  ∥ 𝑣(𝑠) ∥2] + 16𝜖1

2𝐶1
2 ∥ 𝜃 ∥2 𝔼[∫  

𝜌−𝜌2
−𝜌2

∥

𝜙(𝑠) ∥2]𝑑𝑠 + 4(4𝜖2
2𝐶3

2 + 𝜖2
2𝐶2) ∥ 𝜃 ∥

2 ∫  
𝜌−𝜌3
−𝜌3

𝔼[∥

𝜙(𝑠) ∥2]𝑑𝑠 + 𝐶4 ∥ 𝛿 ∥
2 𝜌 + 𝐶5𝔼[∫  

𝑡

𝜏
∑  ∞
𝑘=1 (∥ ℎ𝑘

1(𝑠) ∥2 +∥
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ℎ𝑘
2(𝑠) ∥2)]𝑑𝑠,                                                             （3.2） 

where 𝐶1, 𝐶2 and 𝐶3 is a positive number. 

𝐶_4 = (16𝜖1
2𝐶1

2 + 16𝜖2
2𝐶3

2 + 4𝜖2
2𝐶2, 𝐶5 = (8𝜖1

2𝐶1
2 +

8𝜖2
2𝐶3

2 + 2𝜖2
2𝐶2). 

By (3.1)-(3.2) system (2.12) on [𝜏, 𝜏 + 𝜌] can be  

transformed into the following system without delay: 

{
 
 
 

 
 
 

𝑑𝑣(𝑡) + 𝐴𝑝(𝑣(𝑡))𝑑𝑡 + 𝑎𝑣(𝑡)𝑑𝑡

= 𝜖1∑  ∞
𝑘=1 (𝑓𝑘

1(𝑣(𝑡 − 𝜌2 − 𝜏)) + ℎ𝑘
1(𝑡)))𝑑𝑊𝑘(𝑡)

+𝐺(𝑣(𝑡 − 𝜌1 − 𝜏))𝑑𝑡 + 𝑏(𝑡)𝑑𝑡

+𝜖2∑  ∞
𝑘=1 ∫  

|𝑦𝑘|<1
(𝑓𝑘

2(𝑣(𝑡 − 𝜌3 − 𝜏), 𝑦𝑘)

+ℎ𝑘
2(𝑡))𝐿̃𝑘(𝑑𝑡, 𝑑𝑦𝑘),

𝑣(𝜏) = 𝑣0.

（3.3） 

Then by [1, Theorem 3.1], by conditions (2.4), (2.5)-(2.6), 

(2.7)-(2.8), system (3.4) has a unique solution 𝑣  defined on 

[𝜏, 𝜏 + 𝜌] such that ∈ 𝐿2(Ω, 𝐶([𝜏, 𝜏 + 𝜌], ℓ2)). 
Review this discussion, we can extend the solution 𝑣 to the 

interval [𝜏,∞)  such that 𝑣 ∈ 𝐿2(Ω, 𝐶([𝜏, 𝜏 + 𝑇], ℓ2)) for any 

𝑇 > 0 .Next, we start the uniform estimates of solutions. 

Applying Ito's formula to (2.12), we get 

𝑑 ∥ 𝑣(𝑡) ∥2+ 2⟨𝐴𝑝(𝑣(𝑡)), 𝑣(𝑡)⟩𝑑𝑡 + 2𝑎 ∥ 𝑣(𝑡) ∥
2 𝑑𝑡 

= 2⟨𝐺(𝑣(𝑡 − 𝜌1)), 𝑣(𝑡)⟩𝑑𝑡 + 2⟨𝑏(𝑡), 𝑣(𝑡)⟩𝑑𝑡 

+𝜖2
2∑ 

∞

𝑘=1

∫  
|𝑦𝑘|<1

∥ 𝑓𝑘
2(𝑣(𝑡 − 𝜌3), 𝑦𝑘) 

+ℎ𝑘
2(𝑡) ∥2 𝜈𝑘(𝑑𝑦𝑘)𝑑𝑡 + 𝜖1

2∑ 

∞

𝑘=1

∥ 𝑓𝑘
1(𝑣(𝑡 − 𝜌2)) 

+ℎ𝑘
1(𝑡)) ∥2 𝑑𝑡 + 2𝜖1∑  ∞

𝑘=1 ⟨𝑣(𝑡), 𝑓𝑘
1(𝑣(𝑡 − 𝜌2)) +

ℎ𝑘
1(𝑡)⟩𝑑𝑊𝑘(𝑡) + ∑  ∞

𝑘=1 ∫  
|𝑦𝑘|<1

[∥ 𝑣(𝑡) + 𝜖2(𝑓𝑘
2(𝑣(𝑡 −

𝜌3), 𝑦𝑘) + ℎ𝑘
2(𝑡) ∥2 −∥ 𝑣(𝑡) ∥2]𝐿̃𝑘(𝑑𝑡, 𝑑𝑦𝑘).         (3.4)       

By (2.9), for all 𝑡 ∈ [𝜏, 𝜏 + 𝑇], we have 

2∫  
𝑡

𝜏
⟨𝐺(𝑣(𝑠 − 𝜌1)), 𝑣(𝑠)⟩𝑑𝑠 ≤ (2𝜃1

2 + 1)∫  
𝑡

𝜏
∥

𝑣(𝑠) ∥2 𝑑𝑠 + 2 ∥ 𝛽 ∥2 (𝑡 − 𝜏) + 2𝜃1
2 ∫  

0

−𝜌
∥ 𝜙(𝑠) ∥2 𝑑𝑠.  (3.5) 

By (3.4), (2.10)-(2.11), similar to (1.2)-(3.2) and (3.5), we get 

𝔼[ 𝑠𝑢𝑝
𝜏≤𝑟≤𝑡

  ∥ 𝑣(𝑟) ∥2] ≤ 𝔼[∥ 𝑣0 ∥
2] +

1

2
𝔼[ 𝑠𝑢𝑝

𝜏≤𝑠≤𝑡
  ∥ 𝑣(𝑠) ∥2] +

𝐶6(𝑡 − 𝜏) + 𝐶7𝔼[∫  
0

−𝜌
∥ 𝜙(𝑠) ∥2]𝑑𝑠 + 𝐶8𝔼[∫  

𝑡

𝜏
∥ 𝐼(𝑠) ∥2]𝑑𝑠 +

𝐶9𝔼[∫  
𝑡

𝜏
∥ 𝑣(𝑠) ∥2 𝑑𝑠],        (3.6) 

where 𝐶6 = (2 ∥ 𝛽 ∥
2+ 4(4𝜖1

2𝐶1
2 + 4𝜖2

2𝐶3
2 + 𝜖2

2𝐶2 + 𝜖1
2 +

𝜖2
2) ∥ 𝛿 ∥2), 𝐶7 = (2𝜃1

2 + 4(4𝜖1
2𝐶1

2 + 4𝜖2
2𝐶3

2 + 𝜖2
2𝐶2 + 𝜖1

2 +
𝜖2
2) ∥ 𝜃 ∥2), 𝐶8 = (2(4𝜖1

2𝐶1
2 + 4𝜖2

2𝐶3
2 + 𝜖2

2𝐶2 + 𝜖1
2 + 𝜖2

2) ∥
𝜃 ∥2+ 1), 𝐶9 = (2 + 2𝜃1

2 + 4(4𝜖1
2𝐶1

2 + 4𝜖2
2𝐶3

2 + 𝜖2
2𝐶2 + 𝜖1

2 +
𝜖2
2) ∥ 𝜃 ∥2).By (3.6) and Gronwall's inequality, for all 𝑡 ∈
[𝜏, 𝜏 + 𝑇] 𝑎𝑛𝑑 𝑇 > 0, we complete the proof. In order to prove 

Theorem (1.2), we first define a mean random dynamical 

system. 

For all 𝜏 ∈ ℝ  and 𝑡 ∈ ℝ+ , let Φ(𝑡, 𝜏)  be a mapping from 

𝐿2(Ω, ℱ𝜏; ℓ
2) × 𝐿2(Ω, ℱ𝜏; 𝐿

2((−𝜌, 0), ℓ2)) to 𝐿2(Ω,ℱ𝑡+𝜏; ℓ
2) ×

 (Ω, ℱ𝑡+𝜏; 𝐿
2((−𝜌, 0), ℓ2))  given by Φ(𝑡, 𝜏)(𝑣0, 𝜙) = (𝑣(𝑡 +

𝜏; 𝜏, 𝑣0, 𝜙), 𝑣𝑡+𝜏(⋅; 𝜏, 𝑣0, 𝜙)),for any (𝑣0, 𝜙) ∈ 𝐿
2(Ω, ℱ𝜏; ℓ

2)  ×
 𝐿2(Ω, ℱ𝜏; 𝐿

2((−𝜌, 0), ℓ2)), where 𝑣(𝑡; 𝜏, 𝑣0, 𝜙) is the solution 

of (2.12), and 𝑣𝑡+𝜏(𝜂; 𝜏, 𝑣0, 𝜙) = 𝑣(𝑡 + 𝜏 + 𝜂; 𝜏, 𝑣0, 𝜙) for 𝜂 ∈
(−𝜌, 0). 

Then Φ  is a mean random dynamical system on 

𝐿2(Ω, ℱ; ℓ2) × 𝐿2(Ω, ℱ; 𝐿2((−𝜌, 0), ℓ2)) over the 

IV. .EXISTENCE OF WEAK PULLBACK MEAN RANDOM: 

THEOREM 1.1 

Next, we present the existence and uniqueness of weak 

pullback mean random attractors of (2.12). For convenience, for 

every 𝜏 ∈ ℝ, we set 

𝐻𝜏 = 𝐿2(Ω, ℱ𝜏; ℓ
2) × 𝐿2(Ω, ℱ𝜏; 𝐿

2((−𝜌, 0), ℓ2)). 
And 𝐻𝜏 is a product Hilbert space with norm 

∥ (𝑣0, 𝜙) ∥𝐻𝜏= (𝔼[∥ 𝑣0 ∥ℓ2] + ∫  
0

−𝜌
𝔼[∥ 𝜙(𝑠) ∥ℓ2]𝑑𝑠)

1

2 , for 

all (𝑢0, 𝜗) ∈ 𝐻𝜏 hold. 

Moreover, we assume 𝜖1 , 𝜖2  in (1.1) are small enough 

satisfy ∥ 𝜃 ∥2 (𝜖1
2 + 𝜖2

2) < 𝑎 − √2𝜃1 , then by (2.2) we find 

that there exist posive numbers 𝜛, 𝜆 such that 

√2𝜃1(1 + 𝑒
𝜛𝜌) + 4 ∥ 𝜃 ∥2 (𝜖1

2 + 𝜖2
2)𝑒𝜛𝜌 

+𝜆 + 𝜛 − 2𝑎 < 0.                                       (4.1) 
Let 𝑈 = {𝑈(𝜏) ⊆ 𝐻𝜏: 𝜏 ∈ ℝ}  be a family of nonempty 

bounded sets such that 

𝑙𝑖𝑚
𝜏→−∞

 𝑒𝜇𝜏 ∥ 𝑈(𝜏) ∥𝐻𝜏
2 = 0,and ∥ 𝑈(𝜏) 𝐻𝜏 

= 𝑠𝑢𝑝
(𝑣0,𝜙)∈𝐻𝜏

  ∥ (𝑣0, 𝜙) ∥𝐻𝜏.                 (4.2) 

Denote by 𝒟 = {𝑈 = {𝑈(𝜏) ⊆ 𝐻𝜏: 𝜏 ∈ ℝ}:𝑈 satisfies (4.2)}. 

We will prove that the system (2.12) has a unique weak 𝒟-

pullback mean random attractor. Therefore, for 𝜛 > 0, which 

is the constant as in (4.1). we further suppose that for every 𝜏 ∈
ℝ, 

∫  
𝜏

−∞
𝑒𝜛𝑠𝔼[∥ 𝑏(𝑠) ∥2+∑  ∞

𝑘=1 (∥ ℎ𝑘
1(𝑠) ∥2 +∥

ℎ𝑘
2(𝑠) ∥2)]𝑑𝑠 = ∫  

𝜏

−∞
𝑒𝜛𝑠𝔼[∥ 𝐼(𝑠) ∥2]𝑑𝑠 < ∞.           (4.3) 

Lemma 4.1 Suppose (2.4), (2.5)-(2.6), (2.7)-(2.8), (4.3) hold. 

Then for any 𝜏 ∈ ℝ  and 𝑈 = {𝑈(𝑡)}𝑡∈ℝ ∈ 𝒟, there exist 𝜏 ∈
ℝ, 𝑇 = 𝑇(𝜏, 𝑈) > 𝜌 such that for all 𝑡 ≥ 𝑇, 

𝔼[∥ 𝑣(𝜏; 𝜏 − 𝑡, 𝑣0, 𝜙) ∥
2] + ∫  

0

−𝜌
𝔼[∥ 𝑣𝜏(𝑠; 𝜏 −

𝑡, 𝑣0, 𝜙) ∥
2]𝑑𝑠 ≤ 𝐾1(∫  

𝜏

−∞
𝑒𝜛(𝑠−𝜏)𝔼[∑  ∞

𝑘=1 ∥ 𝐼(𝑠) ∥
2]𝑑𝑠 ,     (4.4) 

where 𝐾1 is a positive constant depending on 

𝜃1, 𝜛, 𝛽, 𝛿, 𝜆, 𝜖1, 𝜖2, but independent of 𝜏, 𝜌 𝑎𝑛𝑑 𝑈. 

 Proof By (3.4), for any 𝑡 > 0 and 𝑟 ∈ (𝜏 − 𝑡, 𝜏], we have 

𝑒𝜛𝑟𝔼[∥ 𝑣(𝑟) ∥2] = 𝑒𝜛(𝜏−𝑡)𝔼[∥ 𝑣0 ∥
2] −

2∫  
𝑟

𝜏−𝑡
𝑒𝜛𝑠𝔼[⟨𝐴𝑝(𝑣(𝑠)), 𝑣(𝑠)⟩]𝑑𝑠 + (𝜛 −

2𝑎)∫  
𝑟

𝜏−𝑡
𝑒𝜛𝑠𝔼[∥ 𝑣(𝑠) ∥2]𝑑𝑠 + 2∫  

𝑟

𝜏−𝑡
𝑒𝜛𝑠𝔼[⟨𝐺(𝑣(𝑠 −

𝜌1)), 𝑣(𝑠)⟩]𝑑𝑠 + 2∫  
𝑟

𝜏−𝑡
𝑒𝜛𝑠𝔼[⟨𝑏(𝑠), 𝑣(𝑠)⟩]𝑑𝑠 +

𝜖1
2∑  ∞

𝑘=1 ∫  
𝑟

𝜏−𝑡
𝑒𝜛𝑠𝔼[∥ 𝑓𝑘

1(𝑣(𝑠 − 𝜌2)) + ℎ𝑘
1(𝑠) ∥2]𝑑𝑠 +

𝜖2
2∑  ∞

𝑘=1 ∫  
𝑟

𝜏−𝑡 ∫  
|𝑦𝑘|<1

𝑒𝜛𝑠𝔼[∥ 𝑓𝑘
2(𝑣(𝑠 − 𝜌3), 𝑦𝑘) +

ℎ𝑘
2(𝑠) ∥2]𝜈𝑘(𝑑𝑦𝑘)𝑑𝑠 = ∑  7

𝑖=1 𝐼𝑖 .                              (4.5) 

For the fourth term on the right-hand side of (4.5), by (2.9), 

we obtain 
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𝐼4 ≤ 𝜆∫  
𝑟

𝜏−𝑡

𝑒𝜛𝑠𝔼[∥ 𝑣(𝑠) ∥2]𝑑𝑠 +
1

𝜆
∫  
𝑟

𝜏−𝑡

𝑒𝜛𝑠 

𝔼[∥ 𝑏(𝑠) ∥2]𝑑𝑠.                                  (4.6) 

For the sixth and seventh terms on the right-hand side of (4.5), 

by (2.10), we have 

𝐼6 + 𝐼7 ≤ 2(𝜖1
2 + 𝜖2

2)∑  ∞
𝑘=1 ∫  

𝑟

𝜏−𝑡
𝑒𝜛𝑠𝔼[∥ ℎ𝑘

1(𝑠) ∥2 +∥

ℎ𝑘
2(𝑠) ∥2]𝑑𝑠 +

4(𝜖1
2+𝜖2

2)∥𝛿∥2

𝜛
(𝑒𝜛𝑟 − 𝑒𝜛(𝜏−𝑟)) + 4 ∥ 𝜃 ∥2 (𝜖1

2 +

𝜖2
2)𝑒𝜛𝜌 ∫  

𝑟

𝜏−𝑡
𝑒𝜛𝑠𝔼[∥ 𝑣(𝑠) ∥2]𝑑𝑠 + 4 ∥ 𝜃 ∥2 (𝜖1

2 +

𝜖2
2)𝑒𝜛𝜌𝑒𝜛(𝜏−𝑡) ∫  

0

−𝜌
𝑒𝜛𝑠𝔼[∥ 𝜙(𝑠) ∥2]𝑑𝑠.(4.7) 

By (4.5)-(4.7),  (4.1), we get for all 𝑟 ∈ (𝜏 − 𝑡, 𝜏] 

𝑒𝜛𝑟𝔼[∥ 𝑣(𝑟) ∥2] ≤ 𝑒𝜛(𝜏−𝑡)𝔼[∥ 𝑣0 ∥
2] + 𝐶8(𝑒

𝜛𝑟 −

𝑒𝜛(𝜏−𝑟)) + (2(𝜖1
2 + 𝜖2

2) +
1

𝜆
)∑  ∞

𝑘=1 ∫  
𝑟

𝜏−𝑡
𝑒𝜛𝑠𝔼[∥ 𝐼(𝑠) ∥2]𝑑𝑠 +

(4 ∥ 𝜃 ∥2 (𝜖1
2 + 𝜖2

2) + √2𝜃1)𝑒
𝜛𝜌𝑒𝜛(𝜏−𝑡) ∫  

0

−𝜌
𝑒𝜛𝑠𝔼[∥

𝜙(𝑠) ∥2]𝑑𝑠,      (4.8) 

where 𝐶8 =
√2∥𝛽∥2

𝜛𝜃1
+

4(𝜖1
2+𝜖2

2)∥𝛿∥2

𝜛
. 

By (4.8), similar to [1,Lemma 3.1], for all 𝑟 ∈ (𝜏 − 𝑡, 𝜏], 𝑡 ≥
𝜌, we get 

𝔼[∥ 𝑣(𝜏; 𝜏 − 𝑡, 𝑣0, 𝜙) ∥
2] + ∫  

𝜏

𝜏−𝜌
𝔼[∥ 𝑣(𝑠; 𝜏 −

𝑡, 𝑣0, 𝜙) ∥
2]𝑑𝑠 ≤ (1 + 𝜌𝑒𝜇𝜌)(𝑒−𝜛𝑡𝔼[∥ 𝑣0 ∥

2] + (4 ∥

𝜃 ∥2 (𝜖1
2 + 𝜖2

2) + √2𝜃1)𝑒
𝜛(𝜌−𝑡) ∫  

0

−𝜌
𝔼[∥ 𝜙(𝑠) ∥2]𝑑𝑠 + 𝐶8 +

(2(𝜖1
2 + 𝜖2

2) +
1

𝜆
)∑  ∞

𝑘=1 ∫  
𝑟

𝜏−𝑡
𝑒𝜛(𝑠−𝑟)𝔼[𝐼(𝑠)]𝑑𝑠) = (1 +

𝜌𝑒𝜇𝜌)∑  11
𝑖=8 𝐼𝑖 .   (4.9) 

For the first and second terms on the right-hand side of (4.9),  
(𝑣0, 𝜙) ∈ 𝑈(𝜏 − 𝑡), we find 

𝐼8 + 𝐼9 

≤ (𝑒−𝜛𝜏 + (4 ∥ 𝜃 ∥2 (𝜖1
2 + 𝜖2

2) + √2𝜃1)𝑒
𝜛(𝜌−𝜏))𝑒𝜛(𝜏−𝑡)

∥ 𝑈(𝜏 − 𝑡) ∥2→ 0, 𝑎𝑠𝑡 → ∞. 
The proof of Theorem 1.2 

Proof For every 𝜏 ∈ ℝ, we  define 𝑄(𝜏) = {(𝑣, 𝜙) ∈ 𝐻𝜏: 

∥ (𝑣, 𝜙) ∥𝐻𝜏
2 ≤ 𝑄(𝜏)}, and 𝑄(𝜏) = 𝐾1(∫  

𝜏

−∞
𝑒𝜛(𝑠−𝜏) 

𝔼[∑  ∞
𝑘=1 ∥ 𝐼(𝑠) ∥

2 𝑑𝑠), where 𝐾1 > 0 is the same number as 

in (4.4). 

Because 𝑄(𝜏) is a bounded closed convex subset of 𝐻𝜏 , it is 

weakly compact in 𝐻𝜏 . Then by (4.3), Lemma 4.1 and [9, 

Theorem 2.13], similar to the poof of [1 Theorem 3.1], we can 

complete the proof. 
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