
International Journal of Scientific Engineering and Science 
Volume 6, Issue 8, pp. 72-74, 2022. ISSN (Online): 2456-7361 

 

 

72 

http://ijses.com/ 

All rights reserved 

Matrix Representation of Graph Probability Diffusion 

Model Based on Heterogeneous Social Network 
 

Yang Wang 
School of Computer and Information, Anqing Normal University, Anqing 246133, China 

 
Abstract— As a current research focus and hotspot, the graph probability diffusion model has been widely used in recent years because of its 

solid physical meaning and excellent recommendation performance. However, how to unify and represent the diffusion process of the model from 

the view of matrix theory? This issue is of great significance for unifying the algorithm representation and facilitating the model calculation. To 

address this challenge, this paper discusses the graph probability diffusion model from the perspective of matrix representation. Specifically, we 

first elaborate the purpose and purport of the graph probability diffusion model. Then we describe the matrix representation of the diffusion and 

recommendation process of this model. Finally, we give a concrete application example to validate the feasibility of the proposed method. 
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I. INTRODUCTION  

The graph probability diffusion model is subject to the law of 

conservation of mass. It traverses through heterogeneous social 

networks by the random walk strategy, which is essentially a 

mass diffusion algorithm. Generally, this model makes use of 

"resource" [1] to express users’ preferences, and uses the mass 

diffusion algorithm to propagate the intended user’ interest 

through heterogeneous social networks, so as to obtain the 

preference degree of the intended user for each item. Compared 

to traditional collaborative filtering, the graph probability 

diffusion model has better recommendation accuracy and low 

storage and computation cost. Moreover, it does not depend on 

the feature vector of items, which overcomes the difficulty of 

feature extraction in content-based recommendation [2-4]. In 

this paper, the resource allocation and recommendation process 

of the graph probability diffusion model based on 

heterogeneous social networks are introduced. Then the matrix 

representation of the graph probability diffusion model is 

described. Ultimately, an example analysis of the proposed 

method is given. 

II. GRAPH PROBABILITY DIFFUSION MODEL 

A. Construction of heterogeneous social networks 

Considering a heterogeneous social network [5-6] ( , )G N E= }, 

the node set { | }v v U v I=   N  consists of two disjoint sets 

U and I, where U is the users set, and I is the items set. Given 

U={U1, U2, ..., Um}，I={I1, I2, ..., In}, the edge set E}is denoted 

as { | ) }(i i i i ie e U I a U IU I    =    , , , where ie is the 

edge between Ui and Iα. If G  is an unweighted heterogeneous 

social network, the weight of edge ie  can be described as: 

{
𝑎𝑖𝛼 = 1 if user 𝑖 has selected item 𝛼 ,
𝑎𝑖𝛼 = 0 otherwise.

 (1) 

Table 1 shows sample data of user-item interaction 

behavior. Based on the interaction, each user has a sequence of 

selected items. 

 

 

TABLE 1. An example of user-item behavior data 

User Selected items 

U1 I1, I2 

U2 I2, I3 

U3 I1, I3, I4 

 

In the graph probability diffusion model, the user-item 

interaction behavior in Table 1 is first represented by the 

standard binary group （Ui, Iα） shown in Table 2, where each 

row in the table means that user Ui has selected item Iα. 

 
TABLE 2. Normalized user-item behavior data set 

User Selected item 

U1 I1 

U1 I2 

U2 I2 

U2 I3 

U3 I1 

U3 I3 

U3 I4 

 

According to the data in Table 2, we can construct the user-

item bipartite heterogeneous social network, as shown in Figure 

1. The nodes in the graph are divided into two disjoint node sets. 

One of them is the user node set {U1, U2, U3} and the other is 

the item node set {I1, I2, I3, I4}. The nodes connecting each edge 

belong to the user node set and the item node set, respectively. 

After the user-item interaction behavior data is constructed as a 

heterogeneous social network, the graph probability diffusion 

model can be used for personalized recommendations. 

 

Fig. 1. the user-item bipartite graph constructed from sample data in Table 2 

B. Resource allocation and recommendation of graph 

probability diffusion model 
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The resource allocation process of the graph probability 

diffusion model based on heterogeneous social networks can be 

decomposed into three steps: 

(1) First, given the intended user Ui, the graph probability 

diffusion model provides an initial preference value (initial 

resource) reflecting Ui’s preference for each item. The initial 

resource value of the item selected by Ui is 1, otherwise it is 0. 

As a result, each item receives a certain amount of initial 

resource, labeled  𝑓(𝐼). 

(2) Then, Ui’s preference is diffused in the heterogeneous social 

network. Each item allocates its resources equally to all 

adjacent users. In consequence, Ui’s resource received from its 

adjacent items is: 

𝑓′(𝑈𝑖) = ∑
𝑎𝛽𝑖𝑓(𝐼𝛽)

𝐾(𝐼𝛽)

𝑛

𝛽=1

, (2) 

where 𝐾(𝐼𝛽) = ∑ 𝑎𝛽𝑖
𝑚
𝑖=1  is the degree of item Iβ. 

(3) Finally, each user returns the obtained resources evenly to 

the selected items. After the two-step graph probability 

diffusion, the ultimate obtained resource of item Iα is: 

𝑓′′(𝐼𝛼) = ∑
𝑎𝑖𝛼𝑓(𝑈𝑖)

𝐾(𝑈𝑖)

𝑚

𝑖=1

 

(3)  = ∑
𝑎𝑖𝛼

𝐾(𝑈𝑖)

𝑚

𝑖=1

∑
𝑎𝛽𝑖𝑓(𝐼𝛽)

𝐾(𝐼𝛽)

𝑛

𝛽=1

 

 = ∑
1

𝐾(𝐼𝛽)

𝑛

𝛽=1

∑
𝑎𝛼𝑖𝑎𝛽𝑖

𝐾(𝑈𝑖)
𝑓(𝐼𝛽)

𝑚

𝑖=1

, 

where 𝐾(𝑈𝑖) = ∑ 𝑎𝛽𝑖
𝑛
𝛽=1  is the degree of Ui. 

Formula (3) can be rewritten as follows: 

𝑓′′(𝐼𝛼) = ∑ 𝜔𝛼𝛽

𝑛

𝛽=1

𝑓(𝐼𝛽), (4) 

where 

𝜔𝛼𝛽 =
1

𝐾(𝐼𝛽)
∑

𝑎𝛼𝑖𝑎𝛽𝑖

𝐾(𝑈𝑖)

𝑚

𝑖=1

.  (5) 

𝜔𝛼𝛽  represents the resource contribution of B Iβ to I𝛼 in graph 

probability diffusion. 

Given the intended user, after a graph probability diffusion 

process, each item acquires a certain amount of ultimate 

resource, which denotes the recommendation score assigned by 

the graph probability diffusion model. The higher the obtained 

score of an item, the more interest the intended user has in it 

[4]. All items that are not selected by the intended user Ui are 

sorted in descending order according to the ultimate resource 

amount 𝑓′′(𝐼𝛼). Ultimately, the top N items in the queue are 

recommended to the intended user Ui. 

III. MATRIX REPRESENTATION OF THE GRAPH PROBABILITY 

DIFFUSION MODEL 

In Section 2, the resource allocation and recommendation of 

the graph probability diffusion model is analyzed step by step 

from the perspective of physical process, which is complicated 

in form and tedious in calculation. To unify the form of the 

model and simplify the calculation of the corresponding 

algorithm, we discuss and analyze the matrix representation of 

the model from the perspective of matrix theory. 

(1) Suppose 𝐅 is the initial resource vector of the item. 

(2) The transfer matrix for items to allocate their resources to 

adjacent users is: 

T( )
( )

ia

K I





=M . (6) 

Matrix 𝐌 is normalized by column vectors, where / ( )ia K I   

represents the proportion of resources allocated by item Iβ to 

user Ui in the graph probability diffusion. Each column in 

matrix 𝐌  represents the proportion distribution of resources 

diffused by the corresponding item to adjacent users.   

(3) The transfer matrix for users to allocate their resources to 

adjacent items is: 

T( )
( )

i

i

a

K U

=N . (7) 

Matrix 𝐍  is also column vector normalization. / ( )i ia K U

denotes the proportion of resources allocated to item I𝛼 by user 

Ui in graph probability diffusion. Each column in matrix 𝐍 

represents the proportional distribution of resources that the 

corresponding user diffuses to adjacent items.   

(4) The transition matrix of the graph probability diffusion 

process of item → user → item is: 

𝐖 = 𝐍𝐌, (8) 

where the element in matrix 𝐖  is 𝜔𝛼𝛽  which has been 

expounded in formula (4).  

(5) After a round (two steps) of graph probability diffusion, the 

ultimate resource vector of items is: 

𝐅′′ = 𝐖𝐅, (9) 

where 𝐖  is the transition matrix of the graph probability 

diffusion process, and 𝐅 is the initial resource vector of items. 

After several iterations of the graph probability diffusion 

process, the distribution of the resource reaches a steady state. 

At this point, the items resource vector is: 

𝐅∗ = 𝐖𝐅∗. (10) 

IV. AN EXAMPLE DEMONSTRATION OF THE PROPOSED MATRIX 

REPRESENTATION METHOD 

In order to explain our proposed matrix representation 

method of the graph probability diffusion model more clearly, 

taking the user-item bipartite heterogeneous social network [7] 

shown in Figure 1 as an example, we give a concrete application 

example to testify the feasibility of the proposed matrix 

representation method. 
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Figure 2. The process of graph probability diffusion 
 

As shown in Figure 2(a), assuming U1 is the intended user, a 

unit of resources is initially allocated to the items I1 and I2 that 

U1 has selected. As a consequence, the initial resource vector of 

items is: 
T(1,1,0,0)=f  (11) 

Then, I1 and I2 evenly distribute the obtained resources to 

adjacent users, as shown in Figure 2(b). Thus, the resource 

vector of the intermediate stage of users is obtained as follows: 
T(1,1 2,1 2) =f  (12) 

Then, the resources of U1, U2, and U3 are redistributed back 

to item nodes. As shown in Figure 2(c), the ultimate resource 

vector of items is: 
T(2 3,3 4,5 12,1 6) =f  (13) 

The above graph probability diffusion process can simply 

computed with our proposed matrix representation method. 

According to Figure 2, the transfer matrix of item nodes 

allocating resources to adjacent users is: 

1 2 1 2 0 0

0 1 2 1 2 0

1 2 0 1 2 1

 
 

=  
 
 

M  (14) 

The transfer matrix for users to allocate resources to adjacent 

item nodes is: 

1 2 0 1 3

1 2 1 2 0

0 1 2 1 3

0 0 1 3

 
 
 =
 
 
 

N  (15) 

Therefore, the transition matrix of the graph probability 

diffusion process is: 

5 12 1 4 1 6 1 3

1 4 1 2 1 4 0

1 6 1 4 5 12 1 3

1 6 0 1 6 1 3

 
 
 = =
 
 
 

W NM  (16) 

The initial resource vector of the item node in the example 

is: T(1,1,0,0)=f  

After a round of graph probability diffusion of item → user 

→ item, the ultimate resource vector of items is: 

( )
T

5 12 1 4 1 6 1 3 2 3

1 4 1 2 1 4 0 3 4
1 1 0 0

1 6 1 4 5 12 1 3 5 12

1 6 0 1 6 1 3 1 6

   
   
    = = =
   
   
   

f Wf  (17) 

Ultimately, I3 is recommended to the intended user U1 

because its ultimate resource score (5/12) is higher than the 

ultimate resource score of I4 (1/6). 

V. CONCLUSION AND DISCUSSION 

In order to unify the representation and facilitate the 

calculation of the graph probability diffusion model, we 

propose a matrix representation method of the model from the 

view of matrix theory. Firstly, the diffusion and 

recommendation process of the model are described in detail, 

and then, the graph probability diffusion model is theoretically 

summarized and unified from the perspective of matrix 

representation. Finally, a concrete application example is given, 

which shows the efficiency and feasibility of this method. 

Similar to the matrix representation of the graph probability 

diffusion model, all graph diffusion algorithms, including the 

graph activation diffusion, the graph heat diffusion, and the 

random walk model can also be represented and calculated by 

the matrix theory. Importantly, this method also provides a solid 

theoretical basis for the future research on dynamic incremental 

graph diffusion models. 
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