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Abstract—Since the advent of the internet and mostly the birth of the social media, fake news has escalated significantly and because of this, 

traditional fact checking approaches such as reviewing each news article has become nearly impossible. Tackling this increase in fake news 

contents gave rise to the machine-based approach though they faced their limitations which include the absence of a unified database, 

ambiguities etc. The limitations of the machine-based approach led to the hybrid (Artificial Intelligence-human) approach that combine the 

efforts of both man and machine resulting to the flagging of news articles as fake. This has shown a lot of promise however; recent research has 

shown that flagging of news articles as fake has small effect in supporting users in classifying fake news because of a psychological effect called 

the Illusory truth effect. In this paper, we describe an extended hybrid fake news detection system that not only flags news as fake but also 

reduces their visibility to reduce Illusory truth effect. 
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I. INTRODUCTION  

The description of what news actually is, is not properly 

defined. There are so many definitions of the word “News” 

but the underpinnings of what makes up a news and why it is 

news is quite vague. It is somewhat agreed upon that News 

has to be recent and newsworthy, but as to what should be 

asserted as newsworthy becomes a question. [1] reported that 

when journalists were asked “how they define news”, they 

sometimes replied with “I know it when I see it”. This further 

brings vagueness as to what qualifies a content to be News. [2] 

refers to the term News as a primitive construct, one that does 

not require definition during ordinary conversation, because 

everyone knows it. According to [3], when journalists are 

pressed on to say why something has been considered 

newsworthy, their response is typically “because it just it”. [4] 

further adds that the “just know it” feeling about what News is 

hides as much as it exposes the values of news selection. This 

prompted academics to propose their own explanations in 

form of classifications of news [1]. Hence the question of the 

“definition of news” was referred to by [1] as a deceptively 

simple question. This lack of certainty of what news is and its 

characteristics does not only pose as an issue in news selection 

by journalists but also has somehow led to a bigger problem 

called fake news. Since news cannot be defined so fake news 

cannot be easily defined. But however, based on research, 

what makes fake news, fake news is the intension [2]. 

Fake news has grown over the years with the help of the 

internet due to the ease at which information becomes viral. 

The internet has created an enabling environment for victims, 

malicious sharers and engagement-optimized algorithms to 

share fake news contents that will immediately reach millions 

of users [3]. The advent of other technologies such as 

clickbait, applications for generating news, application for 

photo manipulation, application for video creation tools using 

AI and 3D modelling [4] and social media platforms aided the 

virality of fake news. Research shows that trillions of contents 

are generated by social media users per second and this has led 

traditional fact checking and news verification processes (such 

as source verification and the monitoring of every user-

generated content shared through social media) inadequate in 

solving the issue [5-7]. 

A. Fake News Impact 

Fake news has negatively affected several aspects of our 

lives and its effects includes delayed action, loss of lives, 

crash of economies, racial, tribal and religious wars etc. in 

Nigeria and in the whole world [8-10]. A good example is its 

impact on the Nigerian Federal Government. There was a 

delayed response of the Nigerian Government towards the 

Chibok girls’ tragedy which was epitomized by the slogan 

#BringBackOurGirls worldwide. As a general consequence of 

fake news, the Government claimed the news was a political 

stunt and hence called the crime a hoax, thereby confusing and 

delaying efforts to rescue the girls [11]. In 2017, there was the 

case of a fake news of the death of the Nigerian President, 

Muhammadu Buhari [12], [16] reported that during the Ebola 

outbreak in Nigeria in year 2014, because of false 

publications, citizens resulted to using salt-water to bath as a 

remedy. Fake news also ripples negative impressions on the 

religious and ethnic balance in Nigeria. There was a case of 

fake news that stated Nigeria as the most difficult place for 

Christians to live, and another fake report that the Nigerian 

Military are involved in arming and supporting the operations 

and attack of the herdsmen [13]. These types of news could 

have profound impacts on politics, society, economy and 

democracy [2] 

B. Fake News Solution 

In other to solve this problem many detection approaches 

have surfaced. Detection Approaches are tools to aid users in 

the detection of fake news. These approaches are broadly 

categorized into 3 based on their use and components [14]. 
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They are the Human-based approach, Machine-based 

approach and Hybrid (Human-Machine-based) approach.  

C. The Human-Based Approach 

This involves people spotting, verifying and identifying 

fake news with the help of some guidelines. Traditional news 

verification process involves journalism processes of 

investigation and verification [15]. The human-based approach 

became immediately flawed and tedious with the increase in 

circulation of fake news contents on social media and thus 

rendered this approach inadequate [16]. Also, most people 

lack the skills to critically evaluate and spot fake news [17] 

because of these limitations, this approach at best have 54% 

effectiveness [18].  

D. The Machine-Based Approach 

This involves the use of machines or computational 

methods to process news contents, transform them into data 

structures and analyze them to determine the likelihood of the 

news item to be fake or real [19, 20]. The result was that the 

machine indicates a news as fake. Artificial intelligence could 

have been an effective solution but however, this approach 

faced its limitations such as (1) the absence of a unified 

database for the Uniform Resource Locator (URL) network-

based approach (2) no definitive list of fake news website 

which also raises the issues of what websites should be listed 

or added, (3) absence of a pre-existing knowledge-base for a 

Corpora machine detection approach, (4) inability to model 

complex dependencies such as semantic relationships [16] and 

generalization (5) the issue of ambiguity in natural language 

processing etc.  

E. Hybrid Human-Machine Approach 

Due to the limitations experienced by both the human-based 

and machine-based approaches acting individually, the hybrid 

(human-machine) approach was considered [19]. [18] 

proposed a human-based and machine based collaborative 

approach for Facebook using the Facebook education literacy 

tool. Other researchers such as [25] and [26] have done similar 

on Twitter that required crowdsourcing. 

The [18] model hypothesized a ranking system where both 

the human-based and machine-based approach will give input 

towards the ranking system. The model involved the machine 

likelihood scoring and the human-based method using the 

guidelines provided by the Facebook’s social media education 

literacy tool called “Tips to Spot False News” provided by 

Facebook (2017). This tool contained 10 measures to spot fake 

news on social media. (1) Heading (2) URL (3) New source 

(4) news formatting, (5) photograph (6) date of publication (7) 

evidence (8) similar news sources (9) jokes (10) shareability. 

The ranking was done based on the mathematical equation 

(MH) equals the summation of all the measures (Equation 1). 

MH=Σ (A, B…J) 

Where MH≤100 
Equation 1: The mathematical equation for the Human-Machine approach 

where 

MH is the Machine-Human approach 

A - J are the 10 measures. 

In an ongoing empirical study, this approach was tested by 

measuring participants' performance and experience while 

using both the human-based approach and the hybrid 

approach. The study showed 26% better performance in 

detecting fake news than the human approach alone. The users 

were much more effective in correctly classifying news 

contents. Approach effectiveness (Classification accuracy) 

was calculated as the ratio of the total number of correctly 

classified items (Cci) and the total number of documents on 

the document population (Dd) (Equation 2). 

Σ 
Σ

CciAccuracy
Dd

  

Equation 1: The mathematical equation for approach effectiveness 

 
Cci = Total number of correctly classified items 

Ddp = Total number of documents in the document population 

II. ILLUSORY TRUTH 

Ongoing study results show that there was a 26% increase 

in effectiveness, but the study did not test shareability and 

interaction with fake news. More research has shown that 

flagging and displaying results as fake only has a little effect 

[21] i.e. they may still share it, may still be biased towards it 

may still believe it. To fully understand why, literature points 

to a phenomenon ignored during the design of detection 

systems and frameworks called the Illusory Truth Effect. This 

simply means that the more a news content is repeated, the 

more users are likely to perceive it to be true or valid. The 

earliest observation of the illusory truth effect was by [28] 

during a study which noted that subjects rated repeated 

statements as more probably true than new statements. [29] 

and [30] also noted that the issue of the illusory truth effects 

rest on a lot of cognitive attributes such as: recollection, 

familiarity, fluency, semantic retrieval and misattribution. 

Recollection (ability to remember): Recollection is the 

action of remembering something. A lot of research have been 

carried out to get the extent of interaction between recollection 

and the illusory truth effect. [31] reported that people tend to 

rely on fluency when they fail to recollect credibility of an 

information’s source, hence in the absence of knowledge, 

illusory truth takes priority. But according to [32] experts 

experienced increased susceptibility to the illusion, proposing 

that domain knowledge can hurt rather than help. In addition, 

[33], described memory as imperfect and it is insensible to 

trust some remembered facts over another. 

Familiarity (false recollection): This is the sense or feeling 

that an item has previously been encountered without any 

additional contextual detail about the initial encounter [22]. 

Users may likely classify a news content as true based on a 

feeling of previously entering a news content without any 

evident backing or proper recollection of that event. 

Fluency (feeling recognition, consistency): [34] described 

fluency as the “subjective ease experienced while processing 

information”. Research by [35] demonstrates that fluency can 

influence people’s judgments, even in contexts that allow 

them to draw upon their stored knowledge.  This means that 

even when users are notified that the likelihood of a news 

content to be false is high, as long as they see, remotely feel 

they recognize it, it is easy to process and it is repeated, there 
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is a high chance it will influence their decision and creep into 

their knowledge base. This will further lead to referencing that 

fake news content in conversations and further increase 

believability. 

Semantic retrieval (recollection without source): This refers 

to the recollection of information where the source is unknown 

[23]. This occurs when the source of a content recalled is 

unknown. 

Misattribution (attaching recalled information to wrong 

source): This is the act of attributing a memory or idea to an 

incorrect source. This happens when a small section of an 

information is successfully remembered but linked to 

inappropriate person or time [22]. The means that there is a 

chance that a false and incomplete recalled information can be 

attributed to a credible source. 

This goes to show that being able to effectively detect fake 

news is not the end of the problem as users who come in 

contact with that news content may end up rating it to be true 

or make reference to it at a later point with a case of 

misattribution. 

The illusory truth effect being the phenomenon where 

repeated statements has a higher likelihood of being judged 

true, more research has shown that users can also experience 

this effect even without repetition. Studies showed that the 

effect occurred when aphorisms that rhymed received higher 

truth ratings than those that did not rhyme and statements that 

contained fonts with higher contrast received higher truth 

ratings than those of lower contrast [24, 25]. Hence it is 

believed that fluency maybe the driving mechanism behind the 

illusory truth effect [26]. Further research also showed that 

fluent words, names, paintings appear to be more familiar and 

appreciated. This goes to show that fluency is not just 

repetitiveness but also the feeling of recognition due to the 

ease at which it was noticed, like how the eyes are attracted to 

larger fonts and how the colour red or orange draws more 

attention. 

Hence this paper proposes that a reduction in the fluency of 

a news article can further reduce the chances of the illusory 

truth effect and greatly reduce user interaction with that news 

content. For the cause of this paper, fluency will be measured 

in two forms of content visibility, (1) size reduction and (2) 

opacity. 

III. AUGUMENTING THE HYBRID FAKE NEWS DETECTION 

APPROACH WITH VISIBILITY REDUCTION COMPONENT 

This research proposes a system that does not only flag 

fake news but also reduces the visibility of fake news to 

decrease Illusory truth effect. This system is an extension of 

[18] Hybrid Machine-Human (MH) approach to fake news 

detection by including a visibility component to the system.  

A. Description of System 

The purpose of this system is to significantly reduce user 
interaction with fake news contents by reducing its visibility 
on the social media platform. The rationale behind this system 
is to implement the reverse of the illusory truth effect. Being 
that if an information’s believability and interactivity increases 
with when users see it repeatedly, there should be a reverse 

effect if the information is seen less frequent with little 
visibility. 

The Human-Machine (MH) model will be used to 

determine and attach a likelihood score to the news article, the 

likelihood score will be used to determine the extent of 

visibility attributed to the news content by the visibility 

component (VC) and finally the visibility attribute will be 

affected on the social media platform (Figure 1). This means 

that the HM approach provides the likelihood score to the 

news content and passes on the score to the VC. The visibility 

module now assigns a visibility attribute to the content based 

on the likelihood score provided and then the social media 

platform now implements this attribute to the news content. 

 

 
Fig. 1. Showing a schematic description of the Hybrid (HM) approach with 

visibility component. 

 

MHVC = MH + VC 

MHVC ≥ 100 
Equation 3: Relationship between the machine-human model and the 

visibility component. 
 

Where MH is the hybrid approach and VC is the visibility 
component. For example, if there is a news article collection N 
and there are three article n1, n2 and n3.  MH reports n1, n2 
and n3 as having 100%, 40% and 0% likelihood to be false, 
n1, n2 and n3 visibility reduces 100% (disappears), 40% and 
0% (very easily seen) respectively. 

1. Given news article collection N 

2. For every news article n 

 (a) MH ≤ 100 

 (b) F{ no , nz} = MH 

Where  

MH = Machine-Human Likelihood score 

Visibility (Fluency) F = News opacity no and news size nz 
Pseudocode 1: Pseudocode showing how the visibility module can work 

at an interface level 

B. Mathematical Model Formulation 

In this section, we build a model to depict the interaction 
with fake news, the subsequent spread of this news due to 
Illusory truth effect and the incorporation of the proposed 
solution which is the visibility reduction component. 

VISIBILITY 

COMPONENT (VC) 

SOCIAL MEDIA 

PLATFORM 

HYBRID (MH) 

APPROACH 
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In this work, important variables governing the Illusory truth 

effect are: Recollection, Familiarity, Fluency, Semantic 

retrieval and Misattribution. Each of these variables can be 

grouped into three categories of influence which is shown 

below: 
 

 
Fig. 2. Showing a grouping of the governing variables. 

 

We develop a mathematical model for Illusory truth effect 

incorporating the proposed solution of visibility component, 

font reduction and contrast reduction. We assign the following 

variables to the various components: Illusory truth effect I(t), 

Misattribution (M), Fluency (F), Repeated viewing (R), Font 

Reduction (T), Contrast Reduction (C). 

The flowchart for the reduction and control of Illusory 

truth effect is shown below: 

 

 
 

Thus, the mathematical model for the control and 

prevention of the interaction with, and spread of fake news by 

individuals is represented by the following differential 

equation: 

dI / dt = αR + βF +σM – ηC - γT  

Here β, σ and α represents the rate at which fluency, 

misattribution and repeated viewing each, contributes to the 

Illusory Truth Effect and η and γ each represents the rate of 

effect which the control measures have on the prevention of 

the spread and interaction of fake news. 

IV. CONCLUSION 

The detection of fake news is a highly relevant problem-

solving mechanism [14]. Many detection approaches have 

been developed but they all ignore the illusory truth effect 

which means as long as fake news is exposed to people 

whether they are flagged or not, they will still believe it. There 

is a need to reduce this illusory truth effect and one way to do 

so is to reduce the likelihood for them to be seen and shared. 

Based on this, this paper providing an extension of the hybrid 

machine-human (MH) approach which include a visibility 

reduction (VC) approach is necessary. The approach combines 

the hybrid fake news detection approach by [18] and a 

visibility component. The system relies on the hybrid 

approach to provide a likelihood score which then informs the 

visibility component to reduce the visibility (news opacity and 

news size) of the fake news. 

A. Limitation 

The model has a limitation: the hybrid approach by [18] 

does not provide the number of ratings before it is validated to 

take on the particular score. 

B. Further Work 

If we are right that there is a benefit in this relationship 

between the hybrid approach and Visibility reduction 

component, then the benefits should be quantifiable or 

empirical. The measures that could be considered are 

interaction (in terms of shareability) and believability. Given a 

dataset of both fake and real news, an empirical study can be 

conducted to evaluate the extended approach. Based on 

research we can then provide a hypothesis that users using the 

visibility reduction component extended approach will share 

and believe less fake news than users using the hybrid model 

alone. 
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