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Abstract— The risk management for financial organizations especially banks is associated with the financial distress caused due to credit 

worthiness of customer. The methodology to construct models for credit scoring varies from organization to organization. The evaluation and 

prediction of customer’s credit worthiness is a key for preventing losses in banking sector. The purpose of calculating credit scoring is to 

categorize the applicants into good and bad application in terms of credit worthiness. To find out such behavior can be treated as a sort of 

Machine Learning (ML) problem. Now, the use of ML algorithms proved its significance in solving problems of various fields including credit 

risk detection and prediction. At the same time, the usages of ensemble classifiers in ML showcase an imperative role in building predictive 

models. Several researches confirm that use of ensemble classifiers show a considerable improvement in performance of various classification 

techniques. In this paper, we present the survey of works undertaken by several authors for determining and predicting credit risk. The survey is 

presented on basis of two paradigms of ML: 1. Machine Learning approach 2. Ensemble approach. We raised some relevant research questions 

to be addressed. The work also aims at providing future directions for development of feasible techniques for building predictive models. 
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I. INTRODUCTION  

The controlled access to centralized information of bank 

customers is an advantage for any financial organization, as it 

gains and deal with customer information, to study its 

borrowing, buying and re-payment pattern. The financial 

organizations get benefitted if they share their customer 

information with each other in limited mode. With this data, 

while studying the patterns of buying, borrowing and re-

payment, such organizations can discover whether the 

customer defaults. Besides good credit and high purchasing 

power of customer, a certain amount of credit risk is linked 

with these customer groups [1]. 

Historically, a bank customer is classified into the 

categories defined by banks (good, bad, loss, bankrupt etc.) 

depending on pattern of their repayment and transaction. 

Nowadays, Credit Scoring has become one of the basic ways 

for financial organization to improve cash flow, assess credit 

risk and to make other managerial decisions. The purpose of 

credit scoring is to classify the applicants into two types: 

applicants with good credit and applicants with bad credit. 

Applicants with good credit have great possibility to repay 

financial obligation. 

With the remarkable increase of banking transactions, it is 

impossible to score the customers into default and non-default 

statistically. Here, Artificial Intelligence (AI) based Data 

Mining (DM) techniques comes into picture. Several financial 

decision-making methods based on ML now. Several 

classifiers based on ML are presented in this paper. 

Ensemble learning is a ML paradigm where multiple 

classifiers are trained to solve the same problem [2]. A simple 

ML approach tries to learn one hypothesis from the training 

data whereas ensemble methods try to construct a set of 

hypotheses and combine them to use [3]. Learners composed 

of an ensemble are usually called base learners. The most 

popular ensemble methods are Bagging [18, 19], Boosting 

[20], and Stacking. This work explores various classification 

and ensemble based models used in building models for 

determining credit risk. 

The paper is organized as follows: in Section 2, a brief 

literature of the classifiers is presented. The survey presented 

on ML paradigm and Ensemble approach. In Section 3, few 

research questions are identified. Finally, in Section 4, paper is 

concluded with remarks and future directions in the field.  

II. LITERATURE REVIEW  

The survey is presented on basis of two paradigms of ML. 

A. Machine Learning paradigm 

For ML based paradigm, refer Table I. 

B. Ensemble Approach 

For Ensemble based paradigm, refer Table II. 

 
TABLE I. Survey based on popular machine learning approaches. 
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TABLE II. Survey based on ensemble approaches. 

 

III. RESEARCH QUESTIONS 

Credit and behavioral scoring are the techniques that help 

organizations decide whether or not to grant credit to 

consumers who apply [17]. Credit scoring is generally based 

on operational or statistical research methods. Operational 

methods include linear programming and Statistical 

techniques include linear regression and classification trees 

etc.  The predictive models built over the concepts of DM and 

ML. The major questions that arise in the area of determining 

and forecasting financial risks are: 

 How well has been this research area of forecasting credit 

risk? 

 What are the attributes that affects the classification and 

scoring of customer while building model for scoring and 

prediction. 

 How well the statistical and operational methods perform 

over such research problems? 

 How well the statistical and operational methods scale 

over different data sizes. 

 How accurate has been the predictive models built using 

ML techniques? 

 Which ML model or paradigm is best suitable for 

analyzing financial data? 

 As the volume of data growing day by day, how well the 

predictive models scale? 

 Although ML platforms are available over cloud but what 

are other alternate solutions for handling future 

computational requirements of predictive model? 

 How sampling, pre-processing and feature extraction 

techniques influence model building and other 

performance parameters?  

IV. CONCLUSION AND FUTURE WORK 

Research in this area is continuing but the type of 

impediments that occurs in predicting credit worthiness has 

not yet been dealt with satisfactorily. Although there are no 

steady conclusions that which paradigm or model performs 

better, recent studies suggests feature extraction and ensemble 

learning may bring better performance. In this work we 

conducted a survey of popular works in the field of predicting 

credit worthiness through machine learning models. The 

literature review also presented that which ML algorithms are 

suitable for studying credit dataset. Furthermore, the research 

questions are pointed out to motivate research in the field. In 

future, to predict the credit worthiness of the customer, we 

propose a Classification framework comprising appropriate 

feature extraction to derive most significant features and 

Ensemble based ML approach. 
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