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Abstract—This paper investigates a further generalization of the Vehicle Routing Problem, in which each customer demand is associated with 

pickup and delivery occurred simultaneously. The number of customer to be served is so large and spread across the city, therefore the company 

use several type of vehicle with different capacity. We use mixed integer nonlinear program to get the optimal decision model of the 

heterogeneous vehicle routing with simultaneous pickup and delivery problem. A neighborhood search approach is developed by adapting 

preconditioned method. to solve the model. 
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I. INTRODUCTION  

The vehicle routing problem (VRP) is a special terms in a 

logistic system for determining least-cost vehicle routes, with 

condition that each vehicle departs from a specified depot, 

serves and fulfills customers’ demand and returns back to the 

depot at the end of its service. Therefore VRP may consists of 

a depot, a fleet of vehicles placed in the depot, routes for the 

vehicles to travel, and a set of customers who need demand to 

be delivered from the depot. The aims are to determine the 

optimal set of routes to be served by these vehicles, so that the 

total cost of used vehicles is minimized, subject to vehicle 

capacity constraints and other technical constraints [1]. Beside 

the basic VRP, there is a vast variety of related problems. Toth 

and [2] and [3] provided interesting comprehensive details of 

these problems. 

The basic VRP can be extended with the occurrence of 

simultaneous pickup and delivery (VRPSPD). This type of 

problem that was introduced by [4], not only customers 

require delivery of goods, but also they need a simultaneous 

pickup of goods that should be sent to the depot.  

Practically, many situations need simultaneously pickup 

and delivery; for example in soft drink industry not only full 

bottles should be delivered to the customers, but also empty 

ones must be picked up and sent back to the depot. The Aqua 

drinking water, considered in this paper, is another area in 

which planning for vehicle routes is a kind of VRPSPD. This 

is a very important issue, especially in countries that 

companies are obliged for taking the responsibility of their 

products during the life cycle. Managing the returned goods 

can also take the form of VRPSPD in some problems. 

Several applications of the VRPSPD with time windows 

VRPSPDTW have been reported in road, maritime, and air 

transportation environments, to name a few, [5], [6], [7], [8], 

and [9] in road cargo routing and scheduling; [10], [11], and 

[12] in sea cargo routing and scheduling; and [13], [14], [15], 

and [16] in air cargo routing and scheduling. Further 

applications of the VRPPDTW can be found in transportation 

of elderly or handicapped people [17], [18], [19], and [20], 

school bus routing and scheduling [21] and [22], and ride-

sharing ([23], and [24]). [25] and [26] offer an interesting 

review and give a systematic classification of paired sharing 

systems. 

[4] considered a real life problem concerning the 

distribution of books among libraries by two vehicles. To 

solve this problem, a two-step procedure was proposed. The 

first step was to cluster customers into group which depend on 

their positions. Then in each cluster, a TSP is solved by using 

branch-and-price technique. [27] introduced a comprehensive 

classification of different types of vehicle routing problem 

with pickup and delivery (VRPPD) and separated VRPSPDs 

from vehicle routing problem with mixed backhaul (VRPMB). 

They developed four insertion-based heuristics to solve 

VRPSPD which first generated partial routes for the customers 

and then inserted the remaining customers into these routes. 

[28] proposed a memetic algorithm based on genetic algorithm 

and local search the VRP with selective pickup and delivery. 

[29] used a reactive tabu search which utilized modified sweep 

algorithm for generating initial solutions. [30] addressed a 

VRPSPDTW encountered in home health care logistics. They 

used genetic algorithm and tabu search for solving the 

problem. [31] suggested a parallel metaheuristic algorithm 

consist of random neighborhood ordering and iterated local 

search using a constructive algorithm to generate initial 

solution for this problem. 

[32] proposed a hybrid algorithm of tabu search and 

guided local search that used a construction heuristic based on 

cost saving to get an initial point. A hybrid tabu search 

algorithm was also proposed by [33] to solve VRPSPD with 

maximum tour time length. [34] proposed a particle swarm 

optimization for this problem. [35] developed a metaheuristic 

algorithm based on adaptive memory which used different 

aspects of the good solutions to make better ones. [36] pro-

posed a hybrid algorithm of ant colony and local search which 

made initial solution by the nearest neighborhood heuristic. 

[37] added time windows and maximum distance traveled 
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constraints to the original VRPSPD and solved it by a 

differential evolution algorithm. [38] presented an Adaptive 

Large Neighborhood Search (ALNS) heuristic algorithm to 

handle the problem. Complex aspects involved in the problem 

are efficiently considered in the proposed algorithm.  

Although the VRPSPDTW belongs to the NP- hard, there 

are some attempts have been made to solve the problem 

exactly [39]. [40] use a branch-and bound scheme in which 

lower bounds are computed by column generation. [41] 

proposed a branch-and-cut algorithm based on a three-index 

formulation. [42] presented a branch-and-cut algorithm to 

minimize the total routing cost, based on a two-index 

formulation. [43] presented a new branch-and-cut-and-price 

algorithm in which the lower bounds are computed by the 

column generation algorithm and improved by introducing 

different valid inequalities to the problem. Based on a set-

partitioning formulation improved by additional cuts. [44] 

developed another branch and price algorithm for the problem 

considering the assumption of time windows. [45] used 

branch-price-and-cut algorithms to solve VRPSPDTW with 

multiple stacks. Another branch-and-price-and-cut approach 

for solving the problem was proposed by [46]. A dynamic 

programming approach based on state-space-time network 

representations was addressed by [47] and [48] to solve the 

VRPSPDTW. 

The service company focused in this paper has various 

type of vehicle in its operation to deliver goods for customers. 

Each type of vehicle has different capacities. The variant of 

VRP which considers mixed fleet of vehicles is called 

Heterogeneous VRP (HVRP), introduced firstly by [49]. This 

generalization is important in practical terms, for most of 

customers demand are served by several type of vehicles [50], 

[51]. The objective of the HVRP is to find fleet composition 

and a corresponding routing plan that minimizes the total cost. 

This paper concerns with HVRPTW in which occurs 

simultaneously pickup and delivery faced by Aqua Drinking 

water company located in Medan City, Indonesia. The fleet of 

vehicle with several capacity is operated every day from the 

depot (service center) to serve customers by delivering filled 

aqua gallons to customers and picking up empty aqua gallons 

to be taken to the depot. Therefore for simplicity we use term 

HVRPSPDTW as an abbreviation for the problem.  

II. PROBLEM FORMULATION  

This paper considers daily scheduling problem of vehicles 

of Aqua Water company for delivery aqua gallon(s) drinking 

water to a customer and for pickup empty gallon(s) from the 

customer. 

In terms graph theory, the problem of HVRPSPDTW for 

servicing customers can be defined as follows. Let 

( , )G V A  be a directed  graph,  where V = {0, 1, ... , n} is 

the  vertex set and A = {(i, j): i, j ∈ V , i  j} is the set of route. 

For each route (i, j) ∈ A a distance (or travel) cost cij is 

defined. Vertex 0 (i = 0) and vertex n (i = n) are the depot 

vertex, center of service, where the vehicle fleet is located. 

Define cV  is the set of customers’ vertex. Each vertex ci V  

has a known fixed daily nonnegative demand qi, a nonnegative 

service time is , and a service time windows [ai,bi]   In 

particular, at depot the demand 0 0nq q  , 

1, ( 1,..., )i pq q i p    and service time 0 0ns s  .  

As this is a heterogeneous problem, we define a fleet of K 

vehicles composed by m different type of vehicles, each with 

capacity Qm. The number of vehicles available for vehicle type 

m is nm. Define Km as the set of vehicle type m. Each customer 

is served by exactly one vehicle with the associated type. At 

the depot (i=0), a time window for vehicles to leave and to 

return to depot is given by [a0, b0]. The arrival time of a 

vehicle at customer i is denoted by ai and its departure time is 

bi . Vehicle routes are restricted  to a maximum  duration  of 

Hk , k = 1, ..., K. Each type of vehicle is associated with a fixed 

cost, fm. Another cost occurs for travelling through route 

     ∈  , defined as    
        , where dij is the distance 

travelled between route i to route j and gij a factor cost for 

travelling, for m type of vehicle. Further more a fixed waiting 

cost fk  is incurred for each of vehicle k at each customer node. 

Each route originates and terminates at the central depot and 

must satisfy the time window constraints, i.e., a vehicle cannot 

start servicing customer i before ai and after bi however, the 

vehicle can arrive before ai and wait for service. We impose 

travel time as a function of departure time bi ( 0ijt   ). 

III. MATHEMATICAL MODELING 

Firstly we define the decision variables as follows. 

0

k

jx    binary variable equal to 1 if vehicle k K  to deliver 

from depot to customer cj V   

m

ijx    binary variable equal to 1 if vehicle of type mm K  

travel directly from node i to node j 

0

mz    binary variable equal to 1 if vehicle of type mm K  is 

available at the depot   
m

ijl     travel time from node i to node j of vehicle type 

mm K  (non-negative continuous variable) 

k

iu    duration of service of vehicle k K  at customer i 

(non-negative continuous variable) 

In this basic framework the manager of the service company 

wants to use the available vehicle for each type efficiently, 

such that the total cost is minimized, and the pick-up and 

delivery conditions are met.  

The total cost consists of traveling cost of all vehicle used and 

the cost for the duration of service of vehicle. 

Minimize  
∑     ∈  

∑    
 

 ∈  ∑ ∑    
 

 ∈       ∈  
   

  

∑    ∈ ∑   
 

 ∈  
 ∑    ∈  

∑   
 

 ∈  
                                   (1) 

Subject to 

0 1,k
j c

k K

x j V


                                                        (2) 
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1,k
ij c

k K j V

x i V
 

                                                   (3) 

Constraints (2) and (3)) are to ensure that exactly one vehicle 

regardless their type enters and departs from every customer 

and from the central depot.and comes back to the depot. 

                         (4) 

A flow conservation equation is necessarily needed to 

maintain the continuity of each vehicle route on each period of 

time. This equation is presented in Constraints (4).   

0 , ( , ) ,m m
ij c mx z i j V m K                                     (5) 

Constraint (5) represents that each customer is served only by 

the available and active vehicle of type m. 

1 1;

c

k
j

j V

x k K


                                              (6) 

1

, 1

1;

c

k
i

i V i

x k K
 

                                            (7) 

Constraints (6) and (7) state the availability of vehicles by 

bounding the number of route, related to  vehicle k for each 

type, directly leaving from and returning to the central depot, 

not more than one, respectively. 

01 ;k k

oj

j V

x z k K


                                                (8) 

0 01 ;k k

j

j V

x z k K


                                               (9) 

Constraints (8) and (9) are to guarantee that if a vehicle leaves 

its depot center it has to return to the depot. 

0(1 );
c

m m

ij m

i V j V

x M z m K
 

                            

(10) 

Constraint (10) is to show that it is possible to assign a vehicle 

to a route segment i to j if the vehicle is used. 

1;
c

k

ij

k K j V

x i P
 

                                                 (11) 

1, 0; ,
c c

k k

ij p j

j V j V

x x i P k K

 

                        (12) 

Constraints (11) and (912are to make sure that each request 

from customers are served exactly once and that the pick-up 

and delivery nodes are visited by the same vehicle. 

;
c c

m

i ij m m

i V j V

d x Q m K
 

                                      (13) 

Constraints (13) ensure that each delivery does not  exceed the 

capacity of each type of vehicle 

 
                                                                                              (14) 

Constraints (14) establishes the equilibrium among the arrival 

time, duration of service, service time and travel time at 

customers in the routes assigned. 

; ,
c

m m

i i ij m c

j V

l a x m K i V


                               (15) 

; ,
c c

m m m m

i ij i i i ij m c

j V j V

a x l u b x m K i V
 

        (16) 

Constraints (15) and (16) present time window as the 

committed scheduled time-dependent for each customer. 

0 0 0; ,k

j ca l b j V k K                                    (17) 

Constraint (17) represents that time to leave depot should be 

within the time windows. 

;
c

m

oj m m

j V

x n m K


                                             (18) 

Constraint (18) guarantees that the number availability of 

active vehicle does not exceed the number of vehicle available 

at the central depot of the Aqua company.  

0 {0,1}; ,k

j cx j V k K                                          (19) 

{0,1}; , ,m

ij c mx i V j V m K                            (20) 

0; , ,m

ij c ml i V j V m K                                    (21) 

0; ,k

iu i V k K                                                   (22) 

Constraints (19) and (20) are to define the binary variables 

and Constraints (21) and (22) are to define the non-negative 

continuous variables. 

The model formulated in expressions (1) – (22) is in the 

form of large scale Mixed Integer Nonlinear Programming 

(MINLP). 

IV. THE ALGORITHM 

Stage 0. 

Solve the relaxation of model (1) to (15), as a large scale 

nonlinear programming, using a mixed preconditioning of 

Newton-Krylov-Schwarz and nonlinear Schwarz methods. 

The idea is to nonlinearly precondition of nonlinear equations 

( ) 0F x   such that the resultant equations ( ) 0f x   are 

closer to the linear equations. 

If all variables in the continuous optimal solution is integer 

valued, the optimal integer solution to the problem (1) to (15) 

is found. STOP. 

Otherwise go to Stage 1. 

Stage 1. 

Step 1. Get row i* the smallest integer infeasibility, such that  

  
              (This choice is motivated by the desire for minimal 

deterioration in the objective function, and clearly corresponds 

to the integer basic with smallest integer infeasibility). 

Step 2. Do a pricing operation  

  

Step 3. Calculate  

 With   corresponds to 

 

1; , k Kk k

ij ji c

i V i V

x x j V
 

      

( ) 0; ,( , )m m m m

ij i i i ij j mx l u s t l m K i j A       

*
min{ ,1 }

i i i
f f  

1

* *

T T

i i
v e B




*

T

ij i j
v 

min
j

ij

jd
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Calculate the maximum movement of nonbasic j at lower 

bound and upper bound. 

 Otherwise go to next non-integer nonbasic or 

superbasic j (if available). Eventually the column j* is to be 

increased form LB or decreased from UB. If none go to next 

i*. 

Step 4. 

  Solve  Bj* = j*  for  j* 

Step 5. Do ratio test for the basic variables in order to stay 

feasible due to the releasing of nonbasic j* from its bounds. 

Step 6. Exchange basis  

Step 7.   If row i* = {} go to Stage 2, otherwise 

 Repeat from step 1. 

Stage 2. Pass1 : adjust integer infeasible superbasics by 

fractional steps to reach complete integer feasibility. 

              Pass2 : adjust integer feasible superbasics. The 

objective of this phase is to conduct a highly localized 

neighbourhood search to verify local optimality. 
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